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Tunnel diodes in satellite
communications

A. G. Revesz anD P. L. FLEMING
(Manuscript received May 4, 1978)

Abstract

Tunnel diodes, which are widely used in the amplifiers of communications
satellites, are unique in terms of fabrication, technology, limited production,
and failure mechanism. For example, germanium (Ge) tunnel diodes are subject
to an internal mechanical stress that depends on subtle variations in the fabrica-
tion process and may significantly vary from one device to anocther. This stress
may initiate plastic deformation (creep) in the germanium, resulting in the
eventual deterioration of the diode characteristics.

An understanding of the failure mechanism has led to the introduction of a
completely new screening technique. In addition, the match of the thermal
expansion coefficients of the device components has been improved. Therefore,
tunnel diodes are very reliable and are, at present, the most prevalent active
microwave solid-state devices in communications satellites: 102 diodes have
been used in 15 INTELsAT satellites for a total operational time of about 2 X 108
device-hours. No failure has occurred during their operation. Tunnel diodes are
also used in at least 20 other communications satellites.

Introduection

Germaniom tunnel diodes, which are extensively used as first stage
amplifiers in the transponders of various communications satellites, have
achieved the longest lifetime in space without failure of any active solid-
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state microwave device. This accomplishment is significant considering
the several unique and potentially adverse features of this device. This
paper emphasizes the importance of this device in satellite communications,

Background

The invention of the tunnel diode and its early phases have been described
by Esaki [1]. The device consists of such a narrow junction between heavily
doped (degenerate) p and n regions {p*/n* junction) that the electrons
can easily penetrate via tunneling the potential barrier across the junction.
When the forward bias is gradually increased, the electrons tunnel from
the nt region into an increasing density of empty states in the valence band
of the pt-type material, followed by a decreasing density of states as the
conduction band in the at-type side rises over the valence band in the
pr-type side. Correspondingly, the current first increases and then de-
creases with voltage, With further increases in the forward voltage, the
normal diffusion current (as in the case of the usual p-r diode) dominates,
and the current increases again. The result is the well-known current-
voltage characteristic shown in Figure 1. The negative differential re-
sistarice portion of the I-V characteristic is employed in the tunnel diode
amplifier (TDA).

In contrast to the usual diodes and transistors, no speed limiting factors
due to minority carrier lifetime or thermal processes are involved in tunnel
diode operation. Hence, the application of tunnel diodes to microwave and
high-speed switching circuits appeared promising. Also, because of the very
high doping density, the tunnel diode is insensitive to environmental con-
ditions; other Ge devices had been plagued by surface instability effects
when the tunnel diode emerged in the late fifties, At that time the most
widely used semiconductor material was germanium, and p-n junctions
were usually fabricated by alloying techniques.

However, the situation changed dramatically following the successful
surface passivation of silicon by a thermally grown S$i0; film that could
also be used as a selective mask during the gaseous diffusion of dopants.
These two discoveries led to the evolution of silicon planar technology
as the mainstay of semiconductor device technology. Thus, the role of
germanium as a semijconductor material has been greatly reduced, and
alloying as a technique for fabricating p-n junctions has practically disap-
peared.

The evolution of the semiconductor device technology has essentially
bypassed that of tunnel diodes. This is reflected in the recent market
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Figure 1. Qualitative Tunnel Diode Curreni-Voltage Characreristics
(Scales are arbitrary)

trends: Total semiconductor device production has increased from $2.04
X 107 in 1975 to $3.2 X 10* in 1977; however, the tunnel diode market
has declined from $2 X 109 to $§1.6 X 10° [2], which represents only 0.05
percent of the total semiconductor device market. Because of the very
small production volume, R&D activity on tunnel diodes has been much
less vigorous than that on other semiconductor devices. Consequently,
the technology has not significantly changed since the late fifties.

Tunnel diodes in communications saiellites

Regardless of their declining market and unsophisticated fabrication
technology, tunnel diodes have been very important in microwave circuits,
particularly in the transponders of communications satellites. In this
application, their wideband negative resistance is utilized in a microwave
reflection amplifier. Figure 2 shows the basic AC equivalent circuit of a
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O -0

Figure 2. Equivalent Circuit of @ Microwave Tunnel Diode (C, = package
capacitance, L = series inductance, R, = series resistance,
— R, = voltage variable negative resistance of the p/n junction,
C; = voltage variable junction capacitance,
and Z, = characteristic impedance)

microwave tunnel diode mounted in a transmission line. The negative
resistance presented by the diode at the reference plane 7T will reflect an
incident wave with gain if

iRppl > Z . (1)

The companion developments of the ferrite junction circulator and the
tunnel diodc proved a natural combination for application to satellite
front ends. A typical configuration utilized in INTELSAT I, Iv, and 1v-A

communications satellites is illustrated in Figure 3. The application of
Zs Z5
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Figure 3, Schematic of a Tunnel Diode Amplifier Circuit

TUNNEL DIGDES IN SATELLITE COMMUNICATIONS 261

the 5-port circulator provides high isolation between the output and input,
thus overcoming the limitations of coupling with a 2-terminal device.

A typical Ge diode at & GHz can provide 12- to 13-dB gain with an
associated noise figure (NF) of about 5 dB. This is adequate for applica-
tion in the receiver front end of communications satellites. The INTELSAT v
satellites (planned for launch beginning in 1980) will use Ge tunncl diodes
to provide a 6-dB noise figure at 14 GHz.

In addition to the low noise figure, another attractive featurc of the
device is its low-power drain. A diode with a peak current of 2.0 mA
biased at the low-noise operating point dissipates only about 150 W,
The wideband stabilizing resistor {typically 252) at the bias terminal will
draw significantly more supply power. At the power levels received
{typically —50 dBm), the tunncl diode is sufficiently dinear so that inter-
modulation distortion of a multicarrier signal is not a problem.

Because of the aforementioned characteristics, the tunnel diode has been
indispensable in satellite communications receivers. A companion paper [3]
in this issue discusses a detailed design and study of a TDA suitable for
use in the [4-GHz receiver in INTELSAT V.

Fabrication and construction of tunnel diodes
The technology of tunnel diodes is summarized to provide an under-

standing of the principal failure mode and the reliability aspects of Ge
tunnel diodes. Figure 4 is a schematic of a tunnel diode structure. The
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Figure 4. Cross-Section of a Ball Alloy Ge Tunnel Diode [4]

arsenic (As) in the As-doped tin ball forms the #* region on the surface



262 COMSAT TECHNICAL REVIEW VOLUME 8 NUMBER 2, FALL 1978

of the p* Ge chip during recrystallization following alloying at a tempera-
ture exceeding the Ge-Sn eutectic point (232°C). The tin ball (~25- to
~50-um diameter) is attached to a wire mesh which is separated from the
Ge chip by two insulator supports. After alloying, the Ge chip is etched
so that the diameter of the resulting pinnacle is about 2.5 um for a 6-GHz
device and even less for higher frequency devices, The height of the pin-
nacle or neck is usually larger than ~20 um, Figure 5 is an SEM photo-
graph of the structure (excluding the insulator support).

Figure 5. SEM Photograph of a 6-GHz Tunnel Diode showing the Neck
in Ball and Mesh (Courtesy T. Kirkendall)

A study by Varadi and Kirkendall [4] has revealed that there are large
variations in the shape of the pinnacle and the position of the tin ball,
as well as in the soldering of the mesh clectrode to the tin ball. These results
confirmed earlier ideas about the importance of internal stress [5]. Virk [6]
has demonstrated that the mesh should be as symmetrical as possible to
ensure minimum stress. However, even relatively minor deviations from the
mechanically ideal structure may result in significant stress, since the
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junction area is very small. Hence, these devices are characterized by a
built-in stress of varying magnitude that is important in terms of the
failure mechanism of tunnel diodes.

Another important feature of the tunnel diode structure, particularly
with respect to the temperature cycling behavior of the device [6], is the
insulator support, It has been shown [7] that the median temperatures of
failure are 175°C and 160°C for tunnel diodes with glass and epoxy sup-
port rods, respectively. This difference is attributed to the better match
in the thermal expansion coefficient of glass as opposed to that of ger-
manium. Presently, only tunnel diodes with glass mesh supports are used
in communications satellites,

In addition to the previously described ball alloy tunnel diodes, planar
diodes have been fabricated on an experimental basis. In these devices,
the junction area is defined by masking the Ge surface with a chemically
deposited S0, film [§]. With respect to mechanical stress, planar diodes
are much better than ball alloy diodes. However, the properties of the
Ge/8i0; interface have not been optimized, and this interface is a source
of cxcessive noise [9]. Planar tunnel diodes have never been employed in
communications satellites,

Failure mechanism of Ge tunnel diodes

The erratic behavior of the TDA in an INTELSAT i communications
satellite® in 1969 prompted an intensive study of the failure mechanism
of Ge tunnel diodes at ComsaT Laboratories. It has been established [5]
that the principal failure mode of ball alloy diodes is the increase in the
valley current, /., as shown in Figure 1. As a result, the peak-to-valley
current ratio, f,/1,, and the negative differential conductance decrease.
Consequently, the operation of the diode in the amplifier is impaired.
In the extreme case, the negative differential conductance regime may
completely disappear.

The valley current increases because, in addition to the electron tunneling
from the conduction to the valence band, tunneling involving electronic
states in the forbidden band of the germanium crystal also occurs. These
states arisc from defects in the crystal and are responsible for the excess
{i.e., non-zero) valley current of varying magnitude observed in every
tunnel diode,

*The failure of the TpA was attributed to a tunnel diode. However, because
the amplifier recovered, the cause of failure was unrelated to the diode.
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It has been shown that the I, of a ball alloy tunnel diode increases
(and consequently I,/I, decreases) during heat treatments {temperature
stress) [5]. The behavior of the diodes exhibited considerable scatter as
shown in Figure 6. Apparently, defects are generated during the heat
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Figure 6. Behavior of Ge Tunnel Diodes During Isochronal
(I hr) Heat Treatment at 10°C Increments 3]

treatment. It has been suggested that mechanical creep is responsible for
the generation of defects and the ensuing increase in the valley current.
Creep is the initial phase of plastic deformation during which defects are
generated, Creep is thermally activated and time-dependent. Under con-
stant siress there is an incubation time, f;. Before #; the introduced strain
and defect density are very small; after 7, the strajn increases linearly with
time, which greatly increases the defect density. This incubation time de-
pends exponentially on temperature and stress [10]:

t; = od exp Q%ﬂ‘_f{ 2)

where ¢ and @ are constants, d is the diameter of the p-n junction, @ is an
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activation energy, and o is the stress. Published values for ¢, ¢, and Q [10]
have been used to calculate f; for & = 2.5 um, and the results are shown
in Figure 7. This figure demonstrates that a relatively small change in
stress from 0.3 X 10° to 1.2 X 10° dyne/em? results in a change of five

w ! T T T 1

LOG 1; IHRS)
LOG t; (YRS)

08 0.9 1.C 1 12
STRESS (dyne/cm<)

Figure 7. Incubation Time of Creep as a Function of Stress

orders of magnitude in the incubation time. Since the junction area in
microwave tunnel diodes is of the order of 10~7 cm? (or even less), a slight
variation around a force of 10 dyne (corresponding to ~0.1 g weight) at
the junction is associated with a critical variation (from tens of years to
fractions of a year) in the incubation time at 25°C (the operating tempera-
ture in the satellite).

Since the structural details of tunnel diodes vary considerably, the in-
ternal stress can also vary greatly even though their initial characteristics
may be very similar. Their sensitivity to creep, as manifested in the incuba-
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tion time, reflects the variation in the built-in stress; therefore, Ge tunnel
diodes during heat treatment behave as shown in Figure 5.

Because of their different construction, planar tunnel diodes do not
have a high internal stress, and the 7, does not degrade d}]ring heat treat-
ment |5].* Unmounted ball alloy diodes behave sim1la-r1y to planar
diodes [7]. These observations further emphasize that the internal stress
in Ge tunnel diodes is determined by their mechanical structure. .

For mounted tunnel diodes used in practical applications, the combq‘xa—
tion of internal stress, time, and temperature determines the incubation
time of creep and thus degradation behavior. The results showed that
degradation occurs even at temperatures below IOO‘TC but at a slower
degradation rate [5]. Defects generated during plastic deformation can
be annealed out, and a degraded diode may partially recover. The degrada-
tion and recovery processes are affected by changes in the internal stress.
If the stress is relieved (e.g., by a slight change in the position of the mesh),
the defects may be completely annealed out, resulting in di(?de recovery [5].

A negative capacitance component in the RF equivalent circuit (Figure 8)
175

7 T T y T j ; T T Y

—1150

b L)

Cl (pF]
I (mA}

| I R SR AR AR SN N R L
5 100 150 200 260 300 350 400 @ 450

BIAS (V)
Figure 8. Current (I} and Junction Capacitance (C;) as a Function
of Bias for a Typical 6-GHz Tunnel Diode

*However, an injection-recombination current during forward biasing beyond
the valley voltage degrades the planar diode [3].
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may be another indicater of diode stress [7]. This component was not
predicted in the development of tunneling theory and is probably related
to stress-generated defects and possible associated trapping effects. The
characteristic time (r) associated with the effect is sufficiently short so
that the negative capacitance component should be included in the RF
equivalent circuit {11]. As a test indicator for creep, this represents a com-
plexity which is not warranted in a simple screening technique.

Reliability

At the outset of the INTELSAT 11 program, very few data were available
on tunnel diode lifetime. Analysis of supporting life tests indicated that
about 20 percent of the diodes in use were of questionable status [12].
Simple burn-in of diodes at room temperature was not sufficient to ensure
adequate satellite lifetime. It was suggested [5] that an eflicient screening
technique should be based on understanding the physics of failure of Ge
tunnel diodes rather than on the phenomonological-statistical approach
which was essentially the basis of the life tests and burn-in processes. The
suggested screening technique should utilize the temperature behavior of
the incubation time to cffectively screen out high-stress diodes indicated by
the change in 1,

Based on this suggestion, a program was undertaken to determine
prescreening criteria and to verify the results with a suitable life test |7].
This was performed electronically to avoid manual handling during the
test. (This feature was not incorporated into the tests described in Refer-
ence 12.) The program was successfully completed by utilizing a screening
procedure of 140°C for 1.0 hour and monitoring room temperature valley
current changes. This combination of temperaturc and time corresponds
to 0.88 X 10° dyne/cm? as the maximum tolcrable stress at 25°C for the
7-year mission of a communications satellite [7] as shown in Figure 7.
The screening criterion employed involved the rejection of all diodes
(~13 percent) exhibiting a 10-percent or larger increase in /,. The life
test of 24 diodes has reached 55,000 hours. No failures have been ex-
perienced in the screened group while a failure rate of approximately 10
percent was experienced in the unscreened group.

The diodes for this life test were also screened by the manufacturer
using a so-called process conditioning involving a heat treatment at 100°C
for 48 hours. According to Figure 7, this treatment eliminates diodes
with an internal stress higher than ~0.85 X 10° dyne /cm?, The significant
difference between the process conditioning and the screcning at 140°C is
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that the change in I, is not monitored in the former case; it is a static
go/mo go test. However, the change in 7, at 140°C is a sensitive indicator
of a possible future degradation at 25°C even if the diode characteristics
after the test are still within the acceptance limits; in other words, this is a
dynamic test. The diodes analyzed in Reference 12 were not subjected
to process conditioning. The lack of this step was probably one of the
reasons for their poor performance. The screening at 140°C [7] has been
incorporated into the ATS-F transponder program at COMSAT Labs, the
INTELSAT Iv-A program at Hughes Aircraft Company, and the INTELSAT V
program at Ford Aerospace Communications Corperation.

Since 14-GHz tunnel diodes are being employed in the INTELSAT Vv
program, it is important to realize that the effects of slight deviations
from the mechanically perfect structure become more harmful as the
operating frequency increases. Thus, the increase in the operating fre-
quency from 6 to 14 GHz is achieved by increasing the speed index,
S, (5 = I,/C;, where I, is the peak current and C; is the junction capac-
itance) from 5.71 to 7.15 mA /pF. This is mainly due to a decrease in Cj,
since 7, increases only by 7.5 percent. Thus, the junction area decreases
by a factor of 1.25. Hence, a force of 43 dyne (~0.04 g weight), which
results in an internal stress of 0.88 X 10° dyne/cm? for the 6-GHz diode,
causes a stress of 1.1 X 100 dyne/em? in the 14-GHz diede. This increase
in stress and decrease in d in equation (1) reduce the incubation time of
creep from 6.13 X 107 hours (7 years) to 9.1 X 10" hours (1.3 < 107 years}
at 25°C. Conversely, the internal force would have to be reduced to 34
dyne/em? (~0.03 g weight) to ensure the same reliability using the same
screening procedure. Obviously, the demands on the mechanical perfection
of the device construction increase with the operating frequency.

Performance of tunnel diodes in space

The performance of Ge tunnel diodes in space can be illustrated by the
15 satellites of the INTELSAT i, 1v, and Iv-a series. Five satellites of the
1 series carried two tunnel diodes, seven satellites of the 1v series employ
eight tunnel diodes, and three satellites of the 1v-A serics (as of year end
19773 employ 12 tunnel diodes; the total number of diodes is 102. Figure 9
is a histogram of the diodes operated for a given length of time without
failure. (Standby and lease operations are not included in the operation
time.) The INTELSAT I satellites, which were launched between December
1968 and May 1970 and have not been used for about 5 to 6 years, were
retested in May 1977; the tunnel diodes were still operational [13].
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Figure 9. Histogram of Tunnel Diodes Operated for Various Lengths of
Time in INTELSAT HI, IV, and [V-A Communications Satellites [13]

Figure 9 evidences that the longest operatiopal time is 46 months
(3.32 X 10° hours) corresponding to 2.66 X 10° device-hours. The total
operational time is about 2 X 10% device-hours, and the average opera-
tional time per device is about 2 X 10* hours. These data and the life
test data of screened tunncl diodes (5.5 X 10® hours of operation for 12
devices without failure) demonstrate the very high reliability of properly
screened Ge tunnel diodes.

In addition to the 15 INTELSAT satellites represented in Figure 9,
at least 20 other communications satellites (e.g., COMSTAR, Anik, and
WEesTAR) cmploy Ge tunnel diodes. Also, several future communications
satellites (e.g., the INTELSAT V series) will utilize these devices.
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Conelusion

Despite the many potentially adverse features, Ge tunnel diodes have
performed well in communications satellites. In fact, the Ge tunnel diode
has accumulated by far the longest operating time in space without failure
of any active solid-state microwave device. This achievement is due to
the careful fabrication of these devices and in particular to the under-
standing of their unique failure mode that served as the basis of a screening
technique significantly different from the conventional burn-in process.
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digital signal processors

Z. M. ALl
(Manuscript received February 21, 1978)

Abstract

This paper presents the hardware implementation of three basic elements of
digital signal processors which use fixed-point, two’s complement, parallel
arithmetic: a general purpose arithmetic structure for digital filtering, a high-
speed computational element for implementing a fast Fourier transform, and a
digital frequency synthesizer. These processors, which were designed and tested
in the laboratory, have been built around a 16-bit parallel multiplier and
configured in modular form. The modularity approach not only simplifies appli-
cation to different forms of digital signal processing but it also enhances main-
tainability.

As an example of the application of these processors, an FDm/TDM trans-
multiplexer is described which provides a direct interface between analog FpM
transmission systems and digital ToM systems.

Introduction

General purpose computers offer flexibility in terms of algorithms, data
formats, and communications interface; hence, their cost can be absorbed
by many applications. High-speed requirements (sampling frequency in
the 0.5- to 1-MHz range), the strong desire to standardize design efforts,
and the availability of large-scale integrated circuits (Lsis) for digital signal
processing have led to new forms of implementing special purpose com-
puting modules. The LsI circuits have resulted in the economic realization

273
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of real-time signal analysis, previously accomplished either by analog
systems or off-line computer simulations. The increasing need for digital
signal processing in modern communications systems has made the new
approach more attractive and cost competitive.

Analog systems, which generally require close matching of components
and impose tight tolerances on the electronic devices used in their imple-
mentation, are also heavily affected by the environment. Digital processing
eliminates the need for strict device parameters and provides greater
noise immunity. Digital calculations enable the maintenance of r-bit
accuracy throughout the processing, thus producing stable and repeat-
able operations. The simplicity with which a fast device may be time-
shared for a number of slower operations and the ease of functional
reconfiguration by electrical means may enable, for instance, a complete
band of analog filters to be replaced with a single time-shared digital filter.

A digital processing facility can be exploited to implement efficient
algorithms as modules or subsystems which can form larger systems, based
upon software structured programming techniques. That is, smaller
modules or subsystems can be designed and used separately or combined
and used simultaneously, depending upon the requirements of the analysis.

The digital signal processors described in this paper employ special
high-speed computing elements. These arithmetic subsysterns combine
high speed and low hardware cost with timing and control simplicity of
parallel arithmetic. Parallel arithmetic uses parallel multipliers and adders
instead of serial arithmetic units described elsewhere [1]-[4]. These arithme-
tic structures use random access memorics (RAMs) instead of shift registers
for intermediate storage and can be controlled by programmable read-
only memaries (PrROMs). The PrROMs enable microprogrammability and a
looping facility for efficient utilization of the structures; for example, the
multiplexing of N filters with M biquad sections, each on a single high-
speed digital filter. Flexibility is further enhanced by designing structures
around a tri-state bus for easy data manipulation, thereby eliminating
the need for multiplexers.

Three processors are described: a parallel arithmetic structure for digital
filtering, a 2-point elemental transform processor (butterfly) for fast
Fourier transform (FFT), and a digital frequency synthesizer.

General purpose arithmetie strueture

One of the general structures of a parallel digital signal processor de-
signed around a tri-state bus is shown in Figure 1. The structure is com-
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Figure 1. Block Diagram of a Digital Signal Processor

posed of four major blocks:

a. The coeflicient PrROM which contains the weights to be used for
processing (for example, the FFT coefficients).

b. The high-speed arithmetic processor capable of performing
special functions, such as elemental 2-point transformation of an
FFT or a biquad section of a recursive filter.

¢, The memory, which is usually a rRaM used for storing inter-
mediate results. This memory should not be confused with the
scratch-pad memories which will be mentioned subsequently,

d. Indexing and controls in which each arithmetic structure can
be viewed as a special purpose microprocessor, controlled to perform
the desired function via a control vector or microinstruction [@].
The microinstruction has P elements which are divided into three
fields, P, P., and P,. P, provides various controls for the arithmetic
unit, P, provides the necessary address and control for ram, and P,
provides the address for coefficient PrROM. The vector [$], which can be
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represented as [®] = [P P.P;], may be the output of a PROM, which is

then termed a control PROM or microsequencer. A set of such vectors

constitutes a control program to accomplish a specific function,

If the processor is multiplexed over ¥ processes, each performing M.
functions (k = 1, 2, 3, .. .) with n, operations ( = 1, 2, 3, .. ), then the
required length L of the PROM is given by

N
L=>nM, i=1 k=1,2,... (1)

f=1

s

A control PROM and a divide-by-L counter will be sufficient to control the
entire operation. This control circuit is shown in Figure 2. Variations in
implementation of the control circuits arc also possible 15), such as looping
the program within a loop.

SYSTEM CLOCK

!

DIGITAL QUTPUT

L] SIGNAL
— ;

PROCES-
SOR

PROM ﬁ
XIN

Figure 2. Control Circuit for Digital Signal Processor

— >

COUNTER
™
CONTROL

The length and width of the control PROM can be reduced by localizing
the controls with each block within the system. This function is achieved
by providing small control PROMs which generate fields Py, P;, and P,
separately.

Serial arithmetic structures process signals one bit at a time; therefore,
they constrain the internal computational word length and hence enforce
a tradeoff between word length and processing speed. Parallel arithmetic
structures are independent of word length in terms of processing time, but
are constrained by the size of the hardware; hence, a tradeoff between
word length and size of the hardware is encountered. Parallel processors
have a definite advantage over serial processors in terms of simplicity in
timing and control (fewer events per sample and availability of complete
results at a particular time).

FIXED-POINT, PARALLEL ARITHMETIC DIGITAL SIGNAL PROCESSORS 277

Effeets of finite register length in computation

The finite word length constraint requires that the input analog signal
be gquantized to a finite number of possible valucs. Even for data repre-
sentable by a finite word length, the result of processing will naturally
lead to numbers requiring additional bits for their representation. For
example, a b-bit data sample multiplied by a b-bit coefficient results in
a product 2b — 1 bits long which will require a representation & bits
longer than the previous siage. This expansion of word length can be
limited by truncation, depending upon the type of arithmetic used (fixed
point or floating point).

For fixed-point representation the register is considered to represent
a fixed-point fraction whereby the product of two numbers remains a
fraction and the limited register length is maintained by truncating or
rounding the least significant bits (Lsms). This representation does not
require truncating or rounding for addition proccsses. However, the mag-
nitude of the resulting sum can exceed unity. This effect, which is com-
monly referred to as overflow, can be avoided by requiring sufficiently
small input data.

Truncations

The fixed-point number is represented as (b + 1)-bit binary fractions,
with the binary point to the right of the most significant bit (msB). The
numerical value (for positive numbers) of a 1 in the Ls is 27, a quantity
referred to as the width of quantization. For positive numbers, the one’s
and two’s complement number representations arc identical. If b; is the
number of binary bits before truncation, and d the number of bits after
truncation with b < by, the effect of truncation is to discard (b — b} LsES,
Consequently, the magnitude of the number after truncation is less than
or equal to the magnitude before truncation, If the numbers before and
after truncation are denoted as x and Q[x], respectively, the truncation
error, Er, is

Er = Q[x] — x
The largest error occurs when all discarded bits are unity, /.e.,
-2 -2 < Er <0

For negative numbers the truncation error depends on the number sys-
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tem used. With sign and magnitude representation, the value after trunca-
tion minus the value before trui cation is positive; hence,

0 < Ep < (20— 2%
For a two’s complement negative number the magnitude is

A1 = 2.0 — X
hy
where x =14+ 2 a2
=1

and a; assumes two values, 0 or 1, For the truncated number x,, the
magnitude is

Ag = 20— Xo
b
where Xo= 14> a2 |
i=1
Thus,
by
Ad = Ay — A, = D, a2
iZb+1
and 0<A4 < (20— 270

Hence, the effect of truncation for a two’s complement negative number
is to increase the magnitude of the negative number; the truncation error
18 negative:

— 22 < E <0

1t should be noted that for two’s complement numbers the range of error
is the same as that for positive and negative numbers, which makes this
representation very attractive for implementation,

Rounding

The numbers can be rounded off to fit into a finite length register.
(Rounding is choosing the closest quantization level) Again, b denotes
the number of bits to the right of the binary point afier rounding. The
values are quantized in steps of 2*; that is, the smatlest nonzero differ-
ence between two numbers is 2-°. Thus, the maximum crror has a magni-
tude of 2-%/2; j.e., the rounding error, E, is in the range
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—15(270 — 20} < Ep < (270 — 2-by)

The error is independent of the representation of the negative numbers.
Generally, 271 << 2-* and consequently the term 2-*1 can be neglected with
these approximations. The above results can be summarized as follows.
For truncation,

=22 < Er <0 {positive numbers)
0 < Ep <27 {(sign magnitude negative numbers)
and for rounding,

~ 15 27 L Ep < 14 270

Figure 3 illustrates these results.

Qix) Qix Cix
s

I /s Ve
ROUNDING TRUNCATION TRUNCATION
<% 2B < Qi - x {TWQ'S COMPLEMENT) {ONES COMPLEMENT AND SIGN
s 26 < x <0 AND MAGNITUDE)

2b <A -x L0 x50
CLQx-x <20 x<0

Figure 3. Rounding and Truncation Error Representation
Quantization in sampling analog signals
To ensure that the unquantized samples are within the range of the

b 4 1‘)—bit number, it must be assumed that the analog waveform is
hormalized so that the sampled signal x,(r7) falls within the range

(~1 + %)) < xonT) < (1 - 2?_)
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If the input sample value falls outside this range, additional distortion
results. As indicated in Figure 4, for & = 2 the quantized value 1 — 27

xinjz Q [ x[nﬂ
[

00

!
1
1 1
A 3A 5A 74 x(n)
1 2 2 2

10

A=2b
101

- 4 A

Figure 4. Quantization in Two Bits (£4 levels)

is assigned to all samples exceeding 1 — 2% and the quantized value —1
is assigned to all samples less than —[1 4 (2-2/2)]. This clipping is undesir-
able and must be avoided by reducing the amplitude of the input signal.

With reference to Figure 5, the quantization process can be expressed by

2n) = Qlx(m)] = x(n) + e(n)

where x(n) is the exact sample value, e(n) the quantization, and £(n) or
Q[x{n)] the quantized sample value error,

A
—§<e(n)<

A
2
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% (nh=xg inT)
.| SAMPLER ;@
xglt Xin'=x (ni+a (N}
ein)

Figure 5. Statistical Model for Quaniization Noise

where A is the quantization width, A = 2%, The following assumptions |6]
are usually applied to the quantization error e(n):

a. The error sequence e(n) is a sample sequence of a stationary
random process, and is uncorrelated with the sequence of the exact
sample x(n).

b. The random variables of the error process are uncorrelated;
hence, the error is a white noise process.

¢. The probability distribution of the error process is uniform over
the quantization interval,

The probability distribution of the quantization error is shown in Figure
6a. Similarly, for two’s complement truncation the probability distribu-
tion is assumed to be uniform over the range of possible quantization
errors in Figure 6b. Furthermore, it is assumed that error is independent
of the signal. This assumption is clearly invalid for sign-magnitude trunca-
tion, since the sign of the error is always the opposite of the sign of the
signal. The mean, m., and variance, ¢, of quantization noise [6] for the
two’s complement system are as follows:

m, ol
2-b 2%
T ti - -
runcation 2 5
2— 25
Rounding 0 -
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Figure 6. Probability Distribution (a. rounding ; b. truncation)

The ratio of signal power to quantization noise power is

0.2 0,2
= F o B (]2)(220) o2
SIN =% = g — (2@ o

or

S/N = 10 log,, (ZD = 6b + 10.8 4 10 log,, (%)

The amplitude can be reduced by A(0 < 4 < 1) to avoid clipping. Since
the variance of Ax(n) is A%Z,

S/N = 6b + 108 + 101og,, () + 20 log,, A
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Thus, S/N decreases with reduction of input. For signals whose prob-
ability distribution peaks around zero and falls off rapidly with increasing
amplitude, the probability that the magnitude of a given sample will
exceed three or four times the root-mean-square {rms) value of the signal
is very low, Thus, if 4 is sct at ¢./4, S/N is given by

S/N =6b— 124 dB
Overflow

The overflow is detected in real time for parallel processors since all
the bits in the addends are available at the same time. The overflow in the
two’s complement number system can be detected by the Boolean ex-
pression

OVFL = Zs - X5 - Y5+ Zs - Xs - Y3 2)

where X and Y5 are the signs of addends and Zg is the sign of the result.
The first term is true for an overflow resulting from the addition of two
large positive numbers, while the second term is true for the addition of
two large negative numbers. To retain the modulo wraparound of the
adder, a maximum allowable positive or negative number is loaded into
the accumulator for the first or second term being true, respectively.

LSI n- X n-=bit parallel multipliers

The most time-consuming operation in digital signal processing is
multiplication. This section describes a parallel binary multiplication
operation. The product of two r-bit fractional numbers X and Y repre-
sented in two’s complement form can be written as

P = XQY(] - X(] - Yn + Xu E f’kZ"‘ + ng_"
k=1
+ YL R Vi 33 X2
i= =t k=1

where X, and Y, are the sign bits, and X, and ¥; represent the jth bit of
the corresponding numbers, The process is realized by arranging the X
and Y lines perpendicularly to form a grid. At each grid intersection, an
X;Y,-bit product is formed, which is then added to the sum of a similar
unit in the bit column to the left and a carryout bit from the unit imme-
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diately above. The results are a new sum and carryout bits. The carryout
bits are passed down to the next position in this column, while the sum is
fed right to an element in the column of next least significance. The array
is shown in Figure 7a,

The commercially available parallel multipliers MPY-LsI series was used
to implement these structures |7]. These multipliers are arranged as a
3-port device, shown in Figure 7b. The chip can operate from either a
single bus or through three separate n-bit ports, where n is 8, 12, or 16.
A single “round-off™ pin is also available, which adds 2—* to the product.
Four input registers, XM, YM, ZM;, and ZMy, each n bits wide, are
included in the LsI for holding X, Y, and low and high significant bits of
the product, respectively. MPY-8 and -12 can deliver all 2n bits of the
product simultancously, while MPY-16 shares the Y-input leads with
ZM ;. The product sign bit is supplied with both product outputs. The
output is controlled by TRIL and TRiM for low and high significant products,

Y3 Yo

Lsg

Xo
Sa9 430 Sao|Czo IS €1 $10§C00 ™~

: .,

1
I
b

Fo

X1
S4r. €31 \Sawicz,m Sarf Cii S111¢qq -
4
P
(;d | 1
C 5 ~ "2
S4p 32 329C2.2 Sz22Y C12 .372 Co2 -
. X3
s €33 S33§Co3 331 C13 S13fcpg
43 : N
P3

X4
C1 ,4 ‘ C0,4 \
i
3
1

/!

S24
M RN Py

{3
w
-
&
p——
(%
M
o
4
—_—— - ———
[

Figure 7a. Array Multiplier

FIXED-POINT, PARALLEL ARITHMETIC DIGITAL SIGNAL PROCESSORS 285
{N}
ACUND XM |-l CLK X

(N) - MULTIPLIER ARRAY

YM

M|
Z

CLKY.—‘ i PCLKM

TRIM

N)

Figure 7b. TRW’s MPY Series Multipliers

while CLKX, CLKY, CLKL, and CLKM control the loading of XM, YM, ZM,,
and ZM,,, respectively.

As soon as the XM and YM registers are loaded, computation of the
product begins, After multiplication is complete, the product is latched
into the output registers by cLKL and cLkM. Typical multiplication time
is 130, 175, and 200 ns maximum for MPY-8, -12, and -16, respectively.

Bigital filters
The transfer functions of a digital filter can be expressed as a ratio of
polynomials in Z—!

N
E az-Z”i
H(Z) = —=5—— 3)
14 ) bt

s

Il
—

H

where Z—*¢ represents / units of delay, and a; and b; are the coefficients [8].
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Two major categories of filters can be derived from equation (3): re-
cursive or infinite impulse response (R) filters in which the output de-
pends on the current and past input and past output; and transversal or
finite impulse response (FIR) filters in which the output depends only
upon current and past input; that is, the coefficients b, are all zeros.

IIR filters

The direct realization of equation {3} is avoided due to the severe co-
efficient accuracy requirements (8]. However, two types of realization are
presented. The first form corresponds to a factorization of the numerator
and denominator polynomials of equation (3) to produce an H(Z) of the
form
MoayZ 4 a2+ 1

HZ) = a :I=Il Bl Gl + 1

where M is the integer part of (n 4+ 1)/2, This is the cascade form of the
digital filter; its realization is shown in Figure 8a. The second-order

m——— e — — = = - - ———iary fr—
@ Hy @) Ho (@ Hmi2 v

Figure 8a. Cascade Form of Digital Filter Realization

factors with real coefficients are usually chosen for implementation sim-
plicity. The second-order sections are termed biquads.

The second canonical form is the parallel form in Figure 8b, which
results from a partial fraction expansion of equation (1) to produce

M AZ 7 4 gy
H(Z) =
@ ot ; B3 L7 + Bl + 1

where Ay = a,/bn.
Biquad seection

The transfer function of a biquad section in the Z domain is

14+ a2 4 a, 72
H(Z) = .
( ) I — blz_l — ng*g (4)
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Figure 8b. Parallel Form of Digital Filter Realization

The following set of difference equations describes a biquad section
derived from equation (4):

W= Xi+ bW + bW, (5a)
Y= W, 4+ oW, , + @y (Sb)
where X, is the input, ¥, is the output, and W, is the intermediate result.

This biquad section is shown in Figure 8c. From the computational point
of view, the set of equation (5) can be represented as

6
9= Z{ Cs (6)

where C; are the coefficients, ¢; are the data, and # is the result.



288 COMSAT TECHNICAL REVIEW VOLUME 8 NUMBER 2, FALL 1978
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Figure 8c. A Biguad Section
FIR filters
The transfer function of IR filters is given by
N
H(Z) = l;)aiz—i . N

Since equation (7) is essentially the same as equation (6), it may be com-
puted by using the simple multiplying accumulator (Figure 8d).

COEFF
PROM

aj

ACCUMU-
LATOR

Figure 8d. Multiply-Accumulator Structure
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Parallel arithmetic structure for digital filtering

Figure 9a is a block diagram of a general purpose arithmetic structure
used for performing high-speed digital filtering [5]. This structure, which
was realized on a multilayered printed circuit (pc) board (Figure 9b},

R @
My
z MEMORY
=y =
5
Ry Ag
LATCH 3
>o T
COEFF 22k= 2 =
PROM Q 9 al
M2
Rq
OVER /A
FLOW
XN
—1 A/D '.—'_"‘> l
ouT

Figure 9a. Block Diagram of the Arithmetic Processor

uses two high-speed 16 x 16 parallel multipliers MPY16AJ, a 16-bit adder,
and an accumulator with a binary scalar in the feedback loop. Four
scratch-pad registers, R, through R,, and an overflow detection and cor-
rection circuit are also used. The structure is designed around a tri-state
bus, and a 512 x 16 ram for intermediate storage is included on the pc
board, which measures 13.5 x 19 cm. Table 1 provides the chip-power
count for the structure. Forty-two chips are used, consuming 17 W of
power. Four 26-pin connectors are provided for input and output data,
control vectors, and memory addresses. The control is provided by the
user.

Latch R,, which has a dual output (i.e., tri-state and normal) is used for
loading multiplier M1. Latch Ry is used to load coefficients in multiplier
M?2. This provision allows the use of a single coefficient PrROM for both
multipliers. Latch R, acts as a buffer between the accumulator and the
memory and accelerates data manipulation, Latch R, outputs the data.
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Figure 9b. Photograph of the Arithmetic Structure
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TABLE 1. BiQuAD STRUCTURE CHIP-POWER COUNT

Component No. of LSIs Power (W)

Multipliers MPY 16AJ 2 7.0
Address (745283 or equivalent} 4 2.0
Latches/Buffers 22 3.0
Cocfficient prom (HM7603) 2 1.0
Scalar Circuits (AMD25510) 4 1.0
RAM (256 X 4 organization) 8 3.0

Total 42 17.0

The overflow circuit is realized by using three tri-state buffers before the
accumulator register: one contains the maximum positive number, the
second contains the maximum negative number, and the third is at the
output of the adder. One of these three buffers is enabled according to the
condition realized by equation (2).

The binary scalar 18 used to }mit the signal between sections and also
to scale the direct accumulation when the coefficient is unity, as in the case
of an elliptic filter. Since the data can be scaled in steps of 1/2 to a maxi-
mum of 1/8, two control leads are required. Control elements required
for the operation of this circuit are listed in Table 2.

TaBlLE 2. ELEMENTS OF THE CONTROL VECTOR

Name Function
ACLKX Load clock for XM1
ACLKY Load clock for YM1
ACLKZ Load clock for ZM1
ATRIM Qutput enable ZM1
BCLKX Load clock for XM2
BCLKY Load clock for YM2
BCLKZ Load clock for ZM2
BTRIM Output enable for ZM2
STROBE Clock for loading output register
LOAD R1 Clock for loading R1
OE R1 Qutput enable R1
LOAD Acc. Accumulator load clock
CLEAR Acc, Accumulator clear signal
LOAD R2 Load clock for R2
OE R2 Output enable R2
CARRY-IN Carry-in for the adder (for twos complement addition)
OE BUFFER Qutput enable buffer in front of adder
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TABLE 2. ELEMENTS OF THE CONTROL VECTOR (Continued)

OFE OV Output enakle overflow circuit

SEL OV Select maximum positive or negative numbers
XSGN Sign for addend

YSGN Sign for augend

ZSGN Sign for the sum

COEF CLK Clock for coefficient counter

CLR COEF Clear control for coefficient counter
STACK CONTROL Stack control for coefficient ProM
X EN Enable input buffer

QE MEM Qutput enable memory

WE MEM Write enable memory

So % Scalar control

S,

Simulation of a single bigquad section IIR filter

For applications requiring very high speed (2-MHz sampling rate) and
moderate filtering requirements, a single biquad section [equation {4)] of
an IR filter may be simulated with the arithmetic structure and the pro-
gram given in Table 3 in the control memory. Multiple operations can be
performed simultaneously.

TABLE 3. PROGRAM FOR SIMULATING A SINGLE BIQUAD
SecTiION OF AN IIR FILTER

Operation* Interpretation

1. 0 — Ace, b: — R; Clear accumulator and load coefficient &: in
register R..
2. Xk + [Ace] — Adec
[Ri] = XM, [R:] — XM?2 % Load input and load multipliers.
{Rs] d YM],bl — YM?2
3. [dec] + [ZM1] = Ace

a — Ry Calculate W, [equation (3a)l.

4. [Ace] + [ZM2] — Adee

[Ri] — ¥M1, ey — Y M2
5. [Ace] — Ry [Ry] — Ry Wi— Wi Wit — Wis
6, [Ace] 4+ [ZM1] — Acc E . i 5
7. [dec) 4 1ZM2) — dee Calculate feedforward loop [equation (5b)]
8. [Ace] — R, QOutput sample.

*[ | indicates the content of the register.
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In this case, eight clock periods are required to compute one output
sample ¥.. Thus, the system clock rate will be eight times the sampling
frequency. Since the hardware operation is limited to 16 MHz, a sampling
frequency of 2 MHz is possible. During the first clock peried, the accumu-
lator is cleared and coefficient b, is loaded into register Ry from the co-
efficient memory. Operations 2 through 4 compute equation (5a). During
the second clock period the input X is loaded into the accumulator,
and at the same time, the contents of registers R, and R, are loaded into
XM registers of multipliers M1 and M2, respectively. Also, the contents
of R; arc loaded into Y M2 (Y M register of multiplier M2) and coefficient
by is loaded into YM2 (Y M rcgister of multiplier A72) from the coefficient
PROM. In the steady state, register R, will contain W,_, and register R,
will contain W._;; thus, the twe multiplications required by equation
(5a) are initiated in this step.

In the third clock period, the contents of the accumulator (which are
X, at this time) are added to the output of the multiplier M1, and the
result is [oaded into the accumulator. Step 4 adds the output of multiplier
2 to the contents of the accumulator. At the same time, two new multi-
plications are started via loading R; into ¥ M1 and coefficient a, into YM?2.
The contents of the XA registers are held, as previously indicated.

In step 5 the contents of the accumulator arc moved to R, and the
contents of R, are moved to Ry, thereby accomplishing a unit delay for the
intermediate results W,.. Steps 6 and 7 compute equation (5b) by accumu-
lating the results of the second multiplication initiated in step 4. In step
8, the result Y; is read out in register R,.

In this case, the control circuit will consist of a divide-by-8 counter and
a PROM with [$] = 16 wide. Figure 10 is a typical timing diagram. It should
be noted that all of the control elements shown in Table 1 are not utilized.

Multiplexing over N filters

The single biquad section described in the previous section can be
multiplexed over N fiiters by utilizing the memory on the pc board. Two
memory locations are assigned per filter. An efficicnt program for com-
puting a biquad is designed and looped around A times. This looping is
counted by a counter whose output is given by g. The program for this
filter operation is given in Table 4.

Again, steps 2 through 8 perform a biquad section, while steps 1 and 9
provide the facility for looping. The only difference in the program is
that the intermediate results arc stored in and retrieved from a Ram
instead of registers, The looping counter can also provide the memory
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TABLE 4, PrROGRAM FOR COMPUTING A BIQUADR TO
ACCOMMODATE W, AND Wi,

Operation Interpretation
1.g=70 Initialize.
2.0 — Ace Clear accumulator and load.
M[W{_]—R;b —R, Load R; and R,.

3. X -+ [Aec) — Aee

M[Wa_,] — XM2; [R] — XMI1 Load input and the muitiplier.
4, [ZM1] + [Accl — Ace

ar — Rj; [R[] — M[W?_Q]
5. [ZM2] + [Aec) — Aec

[R] — YAl a, > YAM2

Calculate Wy; Wiy — Wia.

6. [Acc] — Ry k

[ZM1] + [Ace] — Acc l Calculate feedforward loop Wi — Wy, for
7. [Rs] — MW ] ‘ next cycle.

[ZM2] + [Aec2 — Acc ]
8. [Ace) = Ry % Ouiput result.

g+1=g¢

9. Repeat steps 2-9 until ¢ = N.

*MiWe ] are the contents of memory location addressed by We .
=1 k=1

address. In this case the control circuit is shown in Figure 11. The system
clock drives a counter whose output provides the address for the control
PROM. One control PROM output updates the channel counter. Each channel
is allocated two memory locations for storing W, and W,_,; therefore,

SYSTEM CLOCK

t

el | MLt
PLEXED | OUTPUT

BI-QUAD i >
STRUC-

TURE

=

COUNTER
s

o
l=—&| CONTROL
<

XN

COUNTER
z

Figure 11. Block Diagram for Multiplexed Filter
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a control element for this selection is also needed and provided as an
LsB for the memory address.

Multiseetion KIR filier

The preceding program can be applied to multisection ITR filters with
a change in looping instructions. Cascade filter realization (Figure 4a)
requires the scaled output of previous sections to become the input for the
next section. This is accomplished by retaining the contents of the ac-
cumulator and disabling the accumulation for the new input X,. New
coefficients for each section are also needed; these coefficients are obtained
by either increasing the program length to include M sections or looping
over the same program but changing the coefficients and memory address
for intermediate results.

Parallel realization (Figure 4b) requires holding the input for M sec-
tions and retaining the contents of the accumulator between sections.
This is accomplished by modifying the program according to the require-
ments.

Transversal filter

The transfer function for the FIR filter is realized by eliminating the
feedback foop in the arithmetic structure. This is accomplished by dis-
abling the loading of the R, register while the input X, is loaded directly
into the multiplier and stored in the memory. A simple program can be
written to perform two multiplications simultaneously, and the sym-
metrical nature of transversal filter impulse response can be utilized for
simplicity of addressing. For example, the new input may always be written
at memory location (N — K), K = 0, 1, .. ., N, after the original content
of M[N — K] has been read into the multiplier.

A practical example

A single sixth-order (3-biquad-section) elliptic filter was designed with
the bilinear transformation method [8] to be used in the FDM/TDM trans-
multiplexer [1]. A computer-simulated frequency response is shown in
Figure 12a, with a pole-zero configuration in Figure 12b and an impulse
response in Figure 12c. The filter has a cutof at 0.22 F,, where F; is the
sampling frequency. The out-of-band rejection is 49 dB. (These responses
were obtained without truncating the intermediate results.) The system
requires 60 channels to be multiplexed over this filter with F, = 8 kHz.
The coefficient PROM organization is 32 X 8 to accommodate 12 coeflicients,
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Figure 12. Simulated Characteristics of a Low-Pass Filter
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Figure 12 (continued) Simulaied characteristics of a Low-Pass Filter

which are listed in Table 5. The control PROM organization is 32 X 16,
providing a [®] vector with 16 elements. The internal computation is
rounded off to 16 bits with saturating overilow [5]. The number system
used is two's complement, fixed-point, 16-bit.

In terms of simplicity in controls, all three biquad sections arc treated
as a single filter. Therefore, a new program requiring 32 clock perteds or
steps may be written. (The number 32 was selected primarily because of
its binary naturc.) A division by two was alse implemented between sec-
tions to limit the amplitude. Although this program is not optimum, it
constitutes a meaningful practical example. The composite program
(three sections) was multiplexed over 64 (again, binary) channels, A con-
trol circuit similar to Figure 11 was used, in which counter A4 was divide-
by-32, while counter B was divide-by-64 o accommodate the above
multiplexing. Again, six memory locations (two per section) were assigned
per filter. Thus, threc Lsss for memory addresses representing these loca-
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TABLE 5. LisT OF COEFFICIENTS

Decimal Binary
MSB LSB
Section 1
B1 10.96875 001111100
B2 —0.,34375 11,1010100
Al 41.4375 01.0111000
A2 +1.0 010000000
Section II
B1 +0.671875 001010110
B2 —0.6875 11.0101000
Al H40.625 001010000
A2 +1.0 010000000
Section ITI
Bl -}0.453125 000111010
B2 —-0.921875 110001010
Al +40.1875 000011000
A2 41.0 01.0000000

tions were generated by the control proM. Figure 13 shows a complete
program in the form of a timing diagram. Table 6 represents the chip-

TaBLE 6. CHIP-POWER COUNT FOR THE CONTROL CIRCUIT

Chips Power (W)
Buffers and drivers 4 1.0
Control PrROM 3 2.0
Latches 3 1.0
Gates, etc. P 0.5
Total 12 4.5

power count for implementing the control function; twelve chips are used,
consuming 4.5 W.

For demeonstration, an analog-to-digital (a/D) converter and digital-to-
analog (D/A) converters are also added, along with channel selection
logic. The entire control function has been implemented on a wire-wrap
board. The complete filter, along with A/D and D/A converters, is shown
in Figure 14. Figure 15 comprises the oscilloscope photograph for impulse
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a. impulse response

b. square wave response

Figure 15, Low-Pass Filter Responses
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c. frequency response (vertical scale: 10 dB/div, horizontal scale:
500 Hz/div, F, = 8 kHz)

Figure 15. (continued) Low-Pass Filter Responses

response, square wave response, and frequency response. The results cor-
respond to the simulated results.

Background and deserviption of the FFT process

Diserete Fourier transform

A Fourier representation of a finite-length sequence, corresponding to
samples of the Fourier transform of this signal equally spaced in frequency,
is defined as a discrete Fourier transform (DFT) of the sequence.

In a periodic sequence X(n) with period N such that X(n + KN) = X(n)
for any integer value of K, X(n) can be represented by a complex ex-
ponential sequence with frequencies that are integer multiples of the funda-
mental frequency 2x/N. Thus,

N=1
X = 5 > X Wi (8a)

withn=0,1,.., N — land Wy = e 3/N_The coeflicients X(K) are
obtained by the relationship
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N—-1
XK)y=> Xmyw. , K=01..,N—1. (8b)
n=0

Fast Fouarier transform

Equation (8) shows that, for an N-point DFT, (N — 1)? complex multi-
plications and N(N — 1) complex additions are required. The principle of
the fast Fourier transform (FFT) is to divide the original N-point sequence
into shorter sequences whose DFTs can be combined to give the original
N-point sequence. For a general case, it can be assumed that N is a com-
posite integer (N = v X vz X s, . . ., v¢), where v, is a set of factors
which are not necessarily prime factors of N. It can be shown that the
number of computational operations is proportional to

k

I

Yi
1

(The proportionality considers that W*® = 1 such that complex multiplica-
tion involving W reduces to complex additions.) If the factors of N are
equal to v, the algorithm for computing the DFT is called a radix-y al-
gorithm. When factors are different, the algorithm is called a mixed radix
algorithm. A special case in which i = 2 for all i is called a radix-2 al-
gorithm, such that

u
NY vi—oNlog: N
i=1

The algorithm described above is called decimation in time (DIT), since
at each stage of the process the input sequence (i.e., time sequence) is
divided into smaller sequences. For a radix-2 form of the DIT algorithm,
the most fundamental operation {butterfly) is

X=A4+ W8 |, Y=4— W:B (9a)

in which the two input poinis, 4 and B, are combined to give two output
points, X and ¥. Another form of butterfly is obtained by solving equa-
tion (9a) for A and B in terms of X and Y and by eliminating 0.5 and
replacing W—* by W* such that

A=X+Y , B=X-Y) W . (9b)

This process of computing the FFT is known as decimation in frequency
(DIF),
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Any of the basic forms can be implemented so that cach computed result
can be stored in the memory which contained input data that are no longer
needed. This implementation, which is termed an in-place algorithm, is
shown in Figure 16a. Another form of algorithm shown in Figure 16b
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a. 16-point in-place FFT, ordered input and bit-reversed output

N NN
N =

)
OO
o
-

b. 16-point constant geometry FFT, ordered input and bit-reversed output
Figure 16. Two Basic Geometries of FFT
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uses constant indexing; however, the butterfly results are not stored at
the locations formerly occupied by the input data. This algorithm, gen-
erally known as the constant or fixed-geometry algorithm, uses twice the
memory of the in-place algorithm. Unfortunately, any of the above FFT
computations produces scrambled data. For radix-2, this scrambling can
be corrected by bit reversing the index. Also, it should be noted that the
ordered input data wiil be bit reversed, while bit-reversed input data will
provide an ordered output. Bit-reversed indices are shown in Table 7. A

TABLE 7. BIT-REVERSED INDICES

Binary Bit-Reversed Bit-Reversed
Index Representation Binary Index
0 000 000 0
1 001 100 4
2 010 010 2
3 011 110 6
4 100 001 1
5 m 101 5
6 110 011 3
7 111 111 7

radix-2 N-point (where N is a binary number) FFT will require m iterations
or passes, where m = log, N. The frequency resolution of the spectrum
is given by Af = F,/N, where F, is the sampling frequency and ¥ is the
number of input data points. The sampling interval is AT = 1/F,. The
time required to supply the FFT with ¥ samples is T = N X AT,

A high-speed, low-power FrT processor may be implemented around a
single high-speed butterfly (HsB). The algorithm for the FrT is chosen as
radix-2, pIF and fixed- or in-place geometry. A detailed description of the
FFT is provided in Reference 9. DIF computation involves six additions and
four multiplications. The additions are performed prior to multiplications,
and the multiplier delay is used for storing the data in the memory. The
pir butterfly is characterized by the following set of equations:

I

P = %P+ Q) (10a)
Q' =%P-Q)XW (10b)

where P’ and @ are two complex points generated by the arithmetic
process and W is a complex coefficient given by equation (8). The con-
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stant 1/2 is included to prevent the overflow in the addition process.

These two new points are stored sequentially in the memory, and N/2
such operations are performed to produce a complete new array of N
points. This process is termed a pass. The new array is processed again
until logs (V) passes are completed. The output array thus produced is
the DFT of the input data. Twice the memory capacity is required for read-
ing and storing intermediate results. In a design where N = 128, sixty-
four butterflies are performed and seven passes are required. During pass
1, input data are supplied by the input buffer and the results are stored in
the FFT memory. Passes 2 through 6 utilize the FFr memory for reading
data and storing results, During pass 7, data are read from the FFT memory
and results are stored in the output buffer. Figure 17 is a block diagram of
the complete processing cycle,

High-speed bhuntterily

The high-speed butterfly performs the complex arithmetic operation
described by equation (10), which can be divided into its real and imaginary
parts as follows:

Re(P) | Re(Q)

Re(P') = S+ (11a)
IMG(P") = tad C;(P ) + IM(;(Q) (11b)
Re(P)  Re(Q)

LC = 5 - T (l lc)
ID— IMG(P)  IMG(Q) (11d)

2 2
Re(Q)) = LC X Re{W) + LD X [=IMG(W)] (11e}
IMG(Q") = LC X [£IMG(W)] + LD X Re(W) (11f)

where = in equations {1 1e) and (11f} represents forward and inverse trans-
forms, respectively. Addition and multiplication are performed simul-
taneously, and the delay of the multiplication process is utilized for storing
and retrieving intermediate results.

Figure 18 is a block diagram of the high-speed butterfly. 1t is composed
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of three 16-bit parallel adders labeled A1, 42, and A3; two parallel 16 X 16
multipliers (MPY164J), M1 and M2; and seven registers marked A
through G for holding intermediate results or data. Registers E, F, and
buffer H have tri-state outputs for selective storage in the memory. The
basic butterfly operation requires eight clock periods and more than one
operation is carried out per clock period. Four muitiplications are achieved
by loading the XM registers of M1 and M2 with LC and LD [equations
(1fc) and (11d), respectively]. The YM registers M1 and M2 are loaded
with coefficients from latch G and from the output of the coeflicient
PROM, tespectively. Latch G is also loaded from the coefficient PROM prior
to the loading of the multipliers according to equations (11e} and (11f).

A pipeline operation is performed for which the sum and difference
were calculated [equations (11a)-(11d)] during a previous butterfly cycle;
the results are used for multiplication [equations (11e) and (11f)] in the
current cycle. The scalar performs a divide-by-two as required by equa-
tion (10) to prevent the overflow.

During the first clock period, Re(P’) is stored in the memory from latch
E. The contents of latch E are computed according to equation (11a) in
the previous butterfly cycle. The contents of latches C and D [LC and LD
are computed according to equations (l1¢) and (11d), respectively] are
loaded into the XM register of multipliers M1 and M2, respectively. The
contents of latch G [Re(W)] and the coefficient PROM output [+ IMG(W)]
are loaded into the Y M registers of M1 and M2, respectively. The con-
tent of register XM of the multipliers (internal to the Lsr) does not change
for the rest of the butterfly cycle.

During the second clock period, latch F [IMG{P")] is stored in the
memory, IMG(W) from the coefficient PROM is loaded into laich G for
the next multiplication, and Re(W) is put on the output of the coefficient
PROM. During the third clock period, Re(P) is loaded into latch 4 from
the memory, and during the fourth, the contents of latch 4 are pushed into
latch B and Re(Q) from memory is loaded into 4. The results of the first
multiplication are clocked out while the Y M registers of A1 and M2 are
loaded from G and the coefficient PROM, respectively, and a second multi-
plication is started. During the fifth clock period, the sum and difference
[Re(P") and LC] are loaded into latches £ and C, respectively; latch A is
loaded with IMG(P) from memory. The sixth clock period allows the
contents of A4 to be pushed into B, and A4 to be occupied by IMG(Q).
Also, Re(W) is stored in G for the next cycle. During the seventh cycle,
the sum and difference [FMG(P') and LD] are loaded inte I and D, re-
spectively. At this time, the Re(Q’) is loaded into the memory by enabling
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buffer H. During the eighth clock period, IMG((Q’) is loaded into the
memory. The summarized algorithm is given in Table &,

TABLE 8. SUMMARIZED ALGORITHM*

Clock
No. Operation

[E] - MEM, [C] — M1; [D] - M2, (G| — M1; £IMG(W) — M2
IF] = MEM; LIMG(W) - G

Re(P) — A

Re(Q) — B; [dA] — B; [G] — MT1; Re(W) — M2

IMG(P) — A; [A] + [B] 2 E;[4] — [B)—= C

IMG(Q) — A, [A] — B; Re(W) - G

(4] + [B] = F; [4] — |B] — D; [H] » MEM

[H] — MEM

o~ S B R

*[ ] indicates register contents,

The control circuit is implemented by a 32 X 8 prRoM (HM 7603). Only
16 locations are used, the first eight for initialization, and the next eight
for the routine program. Figure 19 is the timing diagram for the control
program. The control PROM also provides an update clock for the coeffi-
cient memory address generation circuit.

The coefficient PrRoM is divided into four quadrants for simple address
generation and quick transition from FFT to inverse fast Fourier transform
(I.FFT)‘. Figure 20 is a block diagram of the coefficient address generation
circuit, The counter is a divide-by-4¥ binary counter which is updated
four times every butterfly, where N is the number of FFT points. The two
LsBs of the counter provide the two Mses of the address for the coefficient
PROM. For the FrT, the sequence is real, —imaginary, imaginary, and real ;
for the 1FFT, the sequence becomes real, imaginary, — imaginary, and real.
This change is accomplished by reversing the two address msBs of the
coefficient PROM. For address vector 4, (f = 0 through K) the sequence of
the cocflicient is generated by enabling 4, to Ax[K = log, (N/4)] in pass
.1, Aito Ax in pass 2, 4, to Ay in pass 3, ete. until pass log, NV is completed,
n which only Ak is enabled. This method eliminates the requirement of a
very large PrROM. The contents of the coefficient PROM, which is organized
as 256 words X 12 bits, are given in Table 9.

The basic butterfly operation is performed in 480 ns at a 16-MHz clock.
A real-time, 128-complex-point FFT capable of performing a 256-point
FFT on real input or a 128-point FFT on two real channels simultaneously
has been designed using the ideas presented in this discussion. The al-
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w = [ 0-63 cos (2xu/N = Re(W,)
= =] o 64-127 —sin 2Zru/N) = —IMG{W,)
3 o — 128-191 sin (2an/N} = IMG(W.)
z - j g 192-255 cos (2an/N) = Re(W,)
-_— - m —
E ~ i *1=0,1,...,63,and N = 128,
3 sl
£ © [ gorithm chosen for the FFT is a radix-2, fixed-geometry, DIF algorithm,
n i [ with ordered inputs and outputs. A 16-bit two’s complement fixed-point
o) . . . . . . .
- EI E arithmetic is used with a 12-bit coefficient word length. Automatic array
é = scaling is utilized between passes with multiplication results rounded off
a7 to 16 bits, The complete processing requires 250 us at a 16-MHz clock.

The processor is housed on a 19- X 38-cm multilayered pc board (Figure
21) and is described in Reference 9.

Figures 22a and 22b represent the cutput due to a complex sinusoid
and an impulse (at ¢ = ), respectively, in accordance with the predicted
output. Table 10 lists the 116 chips used under functional headings,
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b. a sinusoid resulting in sin x/x

Figure 21. High-Speed FFT Processor
Figure 22. Output of the FFT

a. an impulse (t # 0) resulting in a pure tone.
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TapLE 10. Crip-Power CouNT FOR THE HIGH-SPEED FFT

No. of Power
Chips (W)
High-Speed Butterfly LSIs
Multipliers {MPY16AJ) 2 7.0
Address 12 6.0
Latches/Buffers 20 5.0
Coefficient Generation
PROMs {256 X 4) 3 1.5
Latches/Buffers 12 2.4
Memory
RAM (256 X 4) 24 7.2
Address Generation and Multiplying 26 5.0
Input/Qutput Buffers 4 0.4
Control
PROM (32 X 8) 3 2.5
Counters and Flip-Flops 4 0.4
Latches 6 0.6
116 38.0

Digital irequeney synthesizer

Samples of a complex sinusoid may be generated by accumulating
multiples of index K and using the accumulated value to calculate
expj(2r/N)(nK}). This may be accomplished by storing 2% values corre-
sponding to the exponential in a PrRoM and reading the content of this
PROM by the accumulated value as an address. The lowest frequency
fo = 1/NT, n is the running index, and K is the frequency index, with
0 through #n — 1 as assumed values [8]. The phase can be changed by pre-
setting a number C in the accumulator, thus forming the argument of the
exponential as [j(2x/NnK + C)]. Figure 23 is a block diagram of the
synthesizer.

For large N values and 0 < ¥ < N — [, ¥ may be divided into several
parts [8]. If ¥ = g + r + 5, then

[ _ZWY:I [ .qu:] l: . 27rr:| ox I: . 27r5:| (12)
— | = ex — lexp| j— e
PN PI7 N (PN PN

where each factor assumes less than N values and the overall storage is
reduced at the expense of complex multiplications. A frequency syn-
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Figure 23, Digital Synthesizer that Produces Quadrature Outputs

thesizer has been designed with a 12 X 12 multiplier (MPY 12A7), yielding
65-dB signal purity, A bandwidth of 1,27 can be obtained for a quadrature
output, and a 16-bit accumulator is used to produce N = 2'® frequencies
with a spacing of 1/NT Hz,

The exponential is factored as

2K ) .
exp [ 155 ¥ | = expli) exniis) 13)
2K 15
where @ = I:Z 2+, d7:|
2% Li=s
K[ &
and =5 > 2id, — 27d,

and d, through d,; are the output of the accumulator, The index « repre-
sents eight higher order bits of the accumulator rounded by bit ¢-; 8 repre-
sents six lower bits (d; through d,) for 4, = 0 and the two's complement
of these bits for dy = 1. The value of « determines which of 28 equally
coarsely spaced frequencics is nearest the desired frequency, and the value
of 8 determines which of the 64 (256 in the total cycle) possible angular
corrections should be added to or subtracted from the coarse point to
achieve the desired result. Bit d; is used to divide the coarse interval in
half, If this bit is one, the computation requires the coarsc value to be
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larger than the desired value. If d; is zero, the coarse value slightly lower
than the desired value is adequate. Bit d, is retained for accumulation only.

The cosine component of exp(jz) assumes values between 1.0 and
0.9999247, a difference in the 14th bit of its binary representation, and
therefore it can be approximated to 1. The sine component is so small that
the magnitude varies by no more than 5 bits. Thus, the PROM which is
indexed by 3 may contain only 5 Lses of the 11 bits plus sign representa-
tion of the sine corresponding to cach of the 64 positive values of 8. The
modified equations for sinusoid generation can be written as

sin (@ + 8) = sin a + ¢cos o X sin B (14a)
cos (w+ B) = cosa — sin o X sinF . (14b)

Figure 24 is a block diagram of the addressing circuit and the PROMS.

{16 =
e} w
dg-dis -Zl- "> Sina/Cosa
‘ - U2
INPUT 2 dg-d
25| J|98 s
FREQUENCY 3e M
NUMBER 29
v
CLOCK |:2| “s” dy-dg 2
| ———————— 3 [—>Sinj
{7 e

Figure 24. Address Generation and Table Look-up Circuitry

The input frequency number can be loaded either by switches or direct
input into the accumulator. The coefficient PROM is loaded with sin o and
sin g, respectively, where « and § have been defined carlier.

The computing circuit consists of a 12 X 12 parallel multiplier, a 12-bit
adder, and two latches for holding the results. The processor is time shared
between sine and cosine computations. Figure 25 shows the implementa-
tion of the circuit and utilizes 7 Ls1s. For digital application, the output of
the latches can be used dircctly, white for analog application, two LSI D/A
converters are added, followed by low-pass filters with a cutoff at half
the sampling frequency.

The multiplier (MPY 124J4) and adder are set for a pipeline operation.
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Figure 25. Sine and Cosine Computing Circuit
The sequence of operation is shown in Table 11.
TABLE 11. THE SEQUENCE OF OPERATION
Clock
Period Operation Interpretation
a. cos o — XM
1 b, —sin § = ¥YM Calculate sine
c. [ZM) + cos a — latch 2
a. sina — XM
2 b. sing — ¥M Calculate cosine
¢c. (ZM] + sin « — latch 1

Two clock periods are required per quadrature sample generation, and
three simultaneous operations are performed in each clock period, During
the first clock period, a multiplication producing {—cos « sin @) is initiated
by loading XM with cos o« and ¥YM with —sin 3. The result from the
previous multiplication is added to cos « to form the sine component.
During the second clock period, multiplier registers XM and YM are
loaded with sin « and sin 3, respectively, and sin « is added to the multi-
plier output from the previous eycle to form the cosine component.

Two prowms, labeled « and @ memories in Figure 24, are used. The
ememory contains 256 values corresponding to sin «. The cosine « is
read out by offsetting the address by 64, which essentially performs the
function cos @ = sin (« + =/2). The adder shown in Figure 24 accom-

* Plishes this process.
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The chip-power count of the frequency synthesizer is given in Table 12.

TABLE 12, CHIP-POWER COUNT OF THE FREQUENCY SYNTHESIZER

No. of Power

Function Chips (W)
Address generation 11-13 3.0
Processor g8-11 6.5
Control 2 0.5

21-26 10.0

Figure 26 is a photograph of the synthesizer which is housed on a 19-
% 13.5- X 4-cm wire-wrap board.

Figure 26. All-Digital Frequency Synthesizer
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This synthesizer is capable of operating at a maximum of 4-MHz clock
rate, thus producing a minimum frequency of 37.5 Hz and a maximum of
2.0 MHz in 37.5-Hz steps. The signal purity is over 35 dB for adjacent
frequency and 65 dB for frequencies 75 Hz apart. This result is included
in Figure 27. The signal purity may be increased by increasing the size of
the accumulator.

Figure 27, Spectrum Analyzer Photograph of Two Freguencies
Separated by A

Application of the arithmelic processor

Backgronnd of the FDM/TDM transmultiplexer

Coexistence of time-division multiplex (Th™m) and frequency-division
multiplex (FpM) requires a means of direct translation from one to the
other. It has been shown [1], [10]-[13] that such a transmultiplexer can
be implemented by combining a bank of phase shifters, constituting
a polyphase network and an TFT processor. This combination achieves a
Computation rate very close to optimum {1]; the highest efhciency is
achieved when the number of channels is a power of 2. For an N-channel
transmultiplexer, a 2N-point FFT processor is required for each side.
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The primary application of the transmultiplexer is the generation of
FoM with 4-kHz spacing single-sideband suppressed carrier signals to
accommodate “N” Tbm channels on a multicarrier subcarrier at the trans-
mit end and to convert the FbM signal to a TpM signal at the receive end
{Figure 28).

DM FOM
10 FDM LINK 0
— e — — — TOM
60 TDM FOM e 80 TDM
DUPLEX DUPLEX
CHANNELS CHANNELS
- FOM  |e— e —o DM |e—
TO 0
TOM FDM
TRANSMITTER RECEIVER
FOM TOM
o TOM LINK 0
— TOM — — — - FOM —-—

FOM FDM
SUPERGROUP SUPERGROUP
——— TDM o — — — — FDM |t
10 0
FOM TOM

Figure 28. Typical Application of TDM /FDM Transmultiplexers

Traditionally, these subcarriers carry 12 voice channels {group), 60
channels (supergroup), and 300 voice channels (mastergroup). The FFr
process is used cfficiently for a large N [6]; however, the processing speed
requires V to be small for economical realization of the transmultiplexer.
Thus, a 60-channel system is most appropriate in terms of the state-of-
the-art hardware. Also, since N is very close to a power of 2, four dummy
channels are assumed for the implementation.

Since digital technology is expected to advance more rapidly than analog
technology, an ever increasing number of transmission systems will be
implemented digitally. However, since nwnerous analog transmission
systems are already in existence, several decades may elapse before most
transmission systems become digital. During this time, some practical
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means of high-level multiplexed signal conversion is required to inter-
connect the two types of transmission systems,

Direct pulse code modulation {pcM) encoding of the supergroup re-
quires a minimum of 9 bits/sample X 480 ksamples/s or 4.32 Mbit/s.
Such direct encoding is inefficient. More efficient encoding of the channel
content is achieved by converting the Fpm format to a digital voice channel
format, thercby reducing the bit rate required to carry a supergroup to
3.84 Mbit/s. Other source coding methods have become possible because
of the availability of digital voice channel formats. Digital speech inter-
polation is capable of reducing the required transmitted bit rate to 8
bits/channel X 30 channels X 8 kHz = 1.92 Mbit/s, a reduction of
better than 2:1 [14]. Techniques such as delta modulation adaptive dif-
ferential pulse code modulation (appcm) offer further reduction. These
bit-rate reduction techniques require demultiplexing of the supergroup
into separate channels on one end and multiplexing the supergroup at
the other end.

Theoretical considerations
FDM /TDPM/PCM conversion

The incoming supergroup consists of 60 voice channels with lower side-
bands occupying the frequency band (312 to 552 kHz) and one or more
pilots at some known frequencies. The supergroup is translated to base-
band (10 to 250 kHz) by mixing it with a 302-kHz tone and recovering
the lower band by filtering with an analog low-pass filter with a cutoff
at 250 kHz and an out-of-band loss of over 60 dB. The baseband transla-
tion results from the need to reduce the overall sampling rate, which in
turn reduces the processing speed. A lower processing speed results in
lower power consumption and simpler control circuits. The resulting
signal, S(z), is digitized at 512 kHz to form signal samples S,. The sampled
signal is composed of 60 voice channels (4-kHz band). The channel re-
siding at 4L kHz will be referred to as the Zth channel; thus, the 60
channels are numbered 3 through 62. Dummy channels are assumed at
frequencies of 0, 4, 8, and 252 kHz, and are numbered 0, 1, 2, and 63,
respectively,

These channels are separated from adjacent channels and shifted to base-
band by an 8-kHz sample rate by reducing the rate from 512 to 8 kHz with
a transversal filter (cutoff at 2 kHz) to remove all except the adjacent
channels. The transversal filter can be realized with 256 taps and can be
shifted in frequency by 4L kHz by medifying the tap weights H; to G~¢



324 COMSAT TECHNICAL REVIEW VOLUME 8 NUMBER 2, FALL 1978 FIXED-POINT, PARALLEL ARITHMETIC DIGITAL SIGNAL PROCESSORS 325

according to the following operation: s
i — . 21T4Ll) — . (%) — . Li 5
G H;exp (j s ) = H;exp s ) = HWS. . ®
— AEE
i=0,1,2,...255 ° G
L=0,1,...,63 .| EZ |
where Wii = exp (j 2{%) —
2
z 2
The filtered signal C,(L) is expressed by 2| & 3
8] 2 &
258 & 3
Ca(L) = 2, SesnoH W p—| e 4]
i=0 » o
which can be rewritten as %% g
127 = =
C.L) = 2 Xin, i)y WEL . (15) B 2
i=0 S————
Lo+ =
.
Equation (15) represents a 128-point DFT on a scquence X{x, i) given by g& §
= &a
g
X(”", f) = HSum + H128+1'Sﬁ4n—128—1' . (16) Z 5
-~ & %
The transform is performed on an overlapped sequence, i.e., a 128-point % % ‘5%
transform for every 64 input data points. This will require two real-time g g = o
simultaneous transforms on X(n, 7). g = N
The even channels are passed through a low-pass recursive filter with B o~l.s bED
a cutolf at 2 kHz, thus removing the adjacent channel noise. The odd 2 - i
channels are recovered by shifting the recursive filter response 1o half the 1
sampling rate. The output of the recursive filter is modulated up and down " #ﬁ \:I_
by 2 kHz for even and odd channels, respectively. The real part of the R 205
modulated output of the recursive filter (D%) is the requircd time-multi- © W B2 S

plexed sequence [12}; that is, %
o §E I
2mn Tl 2EQ4
PCME = ResDEexp| —f(— 1}t — . 17 8 g= g
s = re{ptexp[ i1 2 ) a7 :

312

s
JUPERGROUP
FOM

Figure 29 is a block diagram of the conversion.
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TOM /FDM conversion

The input consists of 60 ToM channels at a sampling rate of 8 kHz. Four
dummy channels numbered 0, 1, 2, and 63 are added, totaling 64. These
channels are positioned so that the lower sideband of each Lth channel lies
at the center frequency 4L kHz. This is accomplished by modulation de-
scribed by

P
Z = PCM? exp l:—j(—l)l‘ ”’m] , (18)

L=01..,63

b

n=01,...

The upper sidebands are removed with a low-pass recursive filter with its
response shifted up for odd channels. The recursive filter output ¥’ is
filtered with the 256-tap transversal filter having a cutoff at 2 kHz, in-
corporating a sample rate increase of 8 to 512 kHz, to remove the remain-
ing sidebands. These channel signals are summed over the 64 channels,
resulting in the FOM signal.

The sample rate is increased by inserting 63 zeros [8] between two
samples of YZ. If this signal is denoted by X, the filtering process is
described as

m’

6 233 2rLi
:;Z XL H; exp( 128) . 19

Tt should be noted that the summation can be interchanged and X, is
zero except when m — 7 is a multiple of 64. Form = 64¢ + p,p = 0, 1,

, 63, and nonzero values denoted by Y%, Yi_,, Y o, and Y., for
i= p,p -4+ 64, p + 128, and p + 192, respectively,

Vi = H W, () + HppeaWonlp + 64) + HprasWo—o(p)

+ HppioW o s(p + 46) (20)

2apl.
where W(p z i, exp( gs) 21)
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and r = 0, 1, 2, 3, which is equivalent to a 128-point DFT for which the
gecond half of the input sequence is zero. Two 128-point transforms are
produced for each 128-data-point input, resulting in the supergroup
ppM signal which is moved to the appropriate frequency band {312- to
552-kHz). This conversion is shown in Figure 30.

High-speed FFT

Fach side of the transmultiplexer will require a 128-point FrT for every
64 data inputs. However, since the input X{(n, /) is real [equation (16)] for
the FDM /TDM side, two transforms can be performed by utilizing a single
hardware unit performing an FFT with a technique usually known as a
“two-channel trick™ [15]. The two-channel trick is applied by decomposing
X(n, i) into two sequences, E(n, i) and F(n, #), for n odd and even, respec-
tively, and combining these sequences to form a complex sequence,
K(n, i), such that

Kn, i) = Eln, i) + jF(n, i)
and the DFT is expressed by

Ku(L) = Eu(L) -+ jFu(L)
The DFTs of the original sequences can be retrieved by

E(L) = AIK (L) + K3(128 — L)] (22a)
F (L) = : [K (L) — K2(128 — L):I (22b)

where * denotes the complex conjugate.
The output format is arranged as

L E0), EN(1), .. EW(63), FL0), Fu(l), ... F.(63), ...
corresponding to equation (1) (for n even):

Con(0), Cua(1), ... Caca(63), C(0), Cu1), . .. C,(63), . ..
Wwhich is a time-multiplexed sequence for 64 pcu channels.

]Tl_le two-channel trick cannot be applied for the TpM/FDM side; since
Y,,‘ Is complex, two FFT processors are required. A total of three FFT
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processor modules is required in the system. At a 512-kHz sampling rate,
the time allowed to perform a 128-point FFT is 250 us. The stand-alone
feature of this processor is an important requirement which enables it to
be used as a black box in the system configuration.

Filter structnre

Six filter modules are used to implement various functions. In Figures
29 and 30, the channel filters are the recursive filters described in the prac-
tical cxample. Weighting and transversal filtering are also accomplished
by these modules. The frequency synthesizer is used to generate frequencies
for the mixing operation, which is needed to translate the signal up or
down from the supergroup slot,

Conclusions

This paper has presented the hardware development of digital signal
processors, which can be used in various systems, such as speech analysis,
seismic data analysis, radar, and others which perform spectral analysis.
The processors are implemented in parallel, fixed-point, two’s comple-
ment arithmetic, and their designs are very general and adaptable to specific
needs.

Practical applications depicting the multiple use of these processors
have been described. In particular, an TDM/TDM transmultiplexer was
built and tested using these modular components. The arithmetic struc-
ture for digital filtering using these modules is readily reconfigured; there-
fore, it has been used as a multifunction component in the transmultiplexer,
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Identification algorithms for
adaptive filters

0. A. Horna
(Manuscript received May 19, 1978)

Absitract

The theory of adaptive finite impulse response filters is based on the assumption
tl:lat the input signal is a stationary ergodic process. As neither speech nor video
signals fulfill these conditions theory and experimental results differ, especially
when the filter has several hundred coefficients, as for example in telephone echo
cancellers,

Tkllis paper derives the theory of adaptation by using Svoboda’s rapidly con-
verglpg least mean square (LMs) algorithm for pseudo-inversion of square
matrl.ces, revealing that all correction algorithms are special cases of Svoboda’s
algorithm. It is also proven, in terms of a multidimensional space, that all
LMS‘ algorithms guarantee only nondivergence, but not convergence, to the
f)ptlmal solution, Various signal decorrelation methods are discussed, and an
lm'proved method using two statistically independent dither signals is analyzed
usmg the known results of the sign correlation method.

Fl-nal[y, a new fast adaptive algorithm based on multiplication of the co-
eﬂime_nts by constants 1 &= A, where A << 1, is disclosed and the corresponding
nondivergence criteria are derived. Some results of the experimental verification
of the theories are shown on an actually implemented adaptive finite impulse
filter with 256 coefficients.

Introduction

In recent years self-adaptive filters have become an important tool in

Kxy |
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signal processing. For example, they have been used to reduce interference
of radar signals, to monitor biological signals, to compensate transmission-
line characteristics for digital and analog signaling, and to cancel “ghosts™
in Tv transmission. A survey of these applications, with references to the
most important papers in this ficld, can be found in recent work by
Widrow et al. [1].

Most adaptive networks use a finite impulse response (FIR) filter, which
consists of a sampler, a delay line with equidistant taps, and a lincar com-
biner with adjustable weights, k; (see Figure 1). Analyses of the conditions
for and the speed of convergence of the various adaptive algorithms have
been the subject of many studies. A more recent paper by Widrow et a/ |2]
shows that all methods are similar in that they result in Widrow and Hoff's
Lums algorithm [3], which is based on the assumption that the input signal
isa . . .stationary crgodic process ., .”” and that the sequence of the signal
samples entering the adaptive network is **. . . uncerrelated over time..." [2].

Neither specch nor video signals fulfill the above conditions. Adjacent
samples of speech or video taken at the Nyquist ratc are characterized by
autocorrelation coefficients p,; > 0.8, and their short-term signal statistics

AGE

______ J]— 17

ERROR
DETECTOR

4 oQUTPUT

FIR FILTER

__________________________________ TL_ —-{ SAMPLER
(alll] |

IDENTIFIED SYSTEM

%

Figure 1, Block Diagram for an Adaptive Finite Impulse Response (FIR)
Filter Connected to Identify an Unknown
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vary substantially. Therefore, present thcories agree with experimental

f. results only for “short™ filters with few taps and/or for adaptive networks
E driven by uncorrelated signals, such as the sum of (wo white noise
’ inputs i2].

Since adaptive filters used for echo cancellation can dramatically im-
prove the quality of long-distance telephone communications, substantial
research has been performed in this field, Filters with several hundred
coefficients capable of adapting to rapidly changing transmission condi-
tions in fractions of a second are implemented in hardware for this pur-
pose [4], [5]. For these “long™ filters, a noticeable discrepancy exists
between theorctical predictions and experimental results. This work will
analyze the causes of these differences. An adaptive algorithm without
restrictions on the statistical properties of the input signal will be derived,
and conditions under which the filter converges to the optimum impulse
response even with highly correlated input signals will be analyzed,

Adaptive algorithm

In 1951, Svoboda [6] designed a special analog computer for solving a
system of linear simultancous equations. The rapidly converging al-
gorithm used in this device was later modified by Pokornd [7] and used for
inversion of matrices on a digital computer.

A system of linear algebraic equations can be written in the matrix form

AW —d=0 . (N

It is assumed that matrix A is square and of order and rank # -+ 1 with
elements 4 = [a;], where 7 = 0, 1, 2, . . ., n denotes the rows and j
= 0,1,2,.. ., nthecolumns; A is arow vector i = [,] and A7 its transpose;
dis a column vector d = [d.]; s = [@io . . . Gi; . . . az,] ate n + 1 linearly
independent row vectors; and

@i = (2
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are n + 1 linearly independent column vectors.

As the first approximation, equation (1) is solved for the unknown
vector A according to Svoboda’s [6] algorithm by choosing an arbitrary
vector fip and computing a “residue”™ or error column vector eq:

€= AN —d . (3)

Qne component of vector f, is selected (e.g., #n) and a correction, Ah,,
is subtracted, thus yielding

hy = hoa — Al . 4

This new value is substituted for A, thus forming a corrected vector k.,
from which a new error vector is computed:

e =AH0 —d . &)
Substituting from equations (3) and (4) into equation (5) results in

€1 = €0 — A,

»  F=k ()

Convergence of the method is ensured if Ak, is chosen to minimize the
sum of squares of errors, i.e., the square of the length of the error vector
ller|F = e1-€7. This Lms condition is, according to equation (6):

”§1 H2

||§o = AkakW
e, + A%2 g |* — 24h,60-a, . (1)

Il

The optimum value of Ak, which follows from the Lms condition [7), is

d e !
=0 => Ahg = —
dah, A = Tl

(8)

=

Substituting from equation (8) into equation (7) indicates the effect of
correction Ahy on error vector length:

lerlP = el — Ay fla, [P O

In the mth successive correction step, another component (e.g., h,;) of
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vector A, is chosen and the optimum correction, Akj,, is computed from
the same condition as cquation (8):

I

Ahjn =

m ST (10)

This correction minimizes the length of the error vector |lem::|} whose
components €,y1; arce

€mtl — [ena+1i] = [emi — Ah;‘aﬁ] . (11)

This process is repeated until the square of the error vector length is
reduced to the smallest permissible or attainable value [§8]

lemia [P = llen |2 — a0 fias | < [l - (12)
The condition of convergence, Jlems1]! < [len | is met, according to equa-
tion (12), for all Ak < AkZ. Equations (10) and (12) define Svoboda’s LMS
iterative algorithm for solving equation (1) and its properties.

Convergence

This Ms algorithm converges for any nonsingular matrix A4, fLe.,
|A| 5 0, of rank n + 1 and for every vector 4 whose length “dH = 0[5).
However, the speed of convergence depends on many factors such as the
initial choice of kg, the structure of matrix 4, and the choice of the cor-
rection Ah;, as evidenced by experimental tests on Svoboda’s original
analog computer and on a digital computer using Pokornd’s program. It
has been confirmed that the set of equations

AW —d=¢, (13)
where 0 < lenl| < o] (14)

has an infinite number of solutions for k.., which can be heuristically ex-
plained in terms of an (# + 1)-dimensional space.

Vector k represents the coordinates #; of the point of interception of
n + | hyperplanes in an (7 -+ 1)-dimensional space. If the two or more
planes intersect under a very sharp angle, even a small change in any
component of ¢, substantially changes the coordinates (vector hr.). In this
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case, convergence s slow and all solutions are unstable.

If two hyperplanes are parallel, i.e., if two vectors g; and ay, , are linearly
related,

Yive = 4d; (15)

where ¢ is a constant (g # 0), the rank of matrix A is reduced, and a true
solution for /, cannot be found although the LMs condition of equation
(11) is met. Also, when all planes intersect under an angle close to 90° the
convergence is fast and the solution is stable; i.e., the changes in the length
of the error vector |[e, || have the least influence on solution #... Therefore,
without advanced analysis of matrix 4, it is impossible to determine the
expected number of iterative steps necessary to solve equations (13) and
(14). This has been confirmed by Cerny and Marek [8], whose experiment
and rigorous analysis have shown that the method must converge even if
the sum of the absolute values of errors X, |e,,| is minimized. A similar
result was reported recently by Campanella et al. [4]).

Invariably, as the product A#® ' |* in each step increases, the sum of
squares [fgm |? of errors e, is reduced more rapidly [see equation (12)). For
fast convergence it is therefore necessary to choose for the next, ie.,
(m + 1)th, correction step the component Ay, for which a2 lz |1? is maxi-
mal. Instead of computing these # products, the optimum can be found by
rearranging equation (10):

L
o

1AR ]

® = {elq . (16)

Obviously, the best choice of A,; is the one for which the scalar (inner)
product ¢7 -a; has the maximum absolute value.

Symmeitrie matrix

The algorithm defined by equations (10}, (11}, and (12) can be used
directly to identify an unknown time-invariant system with impulse
response H(j}. The input signal vector is X the “*desired response,” ie.,
the sampled response of system H{j) [1}[3], is defined by vector d (sce
Figure 1); and the coefficient vector & represents the gains assigned to
different delay line taps. Matrix A is composed of a set of input signal
row vectors

ri= Xo =[x, X oo oy Xiy oo 0y Xia) (17)

kA
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where components x., are input signal samples which are present at the
delay line taps during the ith sampling interval. At successive intervals,
the samples are shifted by one unit delay to the right in Figure 1 and thus
components x . 1,; of vector x1; 18 Xpn; = Xigry. Therefore, for
every i, ] < n the following relationship applies:

Xy = Xy = XNips (18)

where i -+ j = 0,1, ..., 2n. Input signal matrix A is therefore symmetric;
for every i = j, column vector a; and the ith row vector are identical:

[Xis o ooy Xijs o v« s Xega]
= [f\u cea s Kiggy e e ey xﬂ+f] . (19)

Substituting from equation (18} into equation (10; mellkes it possible to
express the optimum correction Akjq which minimizes [lex1 [ as follows:

¥

|. ) 1 I n
Ahys = InXe ZU CmiXipj = Z Oh; (20)

(PRI | j=0

where (at the jth sampling interval)

CniXitj
ah; = |I;,- 1“;’ 21

and the components of error vector e, and e,; = ex; for every i = j.

This demonstrates that for a symmetric matrix 4 both correction
strategies for coefficients 4 give identical results. Svoboda’s method [6]
applies the correction Ak; = Z; 6k, in one correction cycle to one selected
component #,; according to equation (6). For Suyderhoud’s method,
based on the application of the pseudo-inverse of the matrices [9], each
component of vector 4. is corrected according to

sy = [hmj — 0R)] (22)

during every iteration. The latter method usually is easier to implement in
hardware for long filters. Therefore, the different correction formulas
derived and/or mentioned by Widrow [1], [2], Campanella et al. [4], and
Wehrman [10] are special cases of equation (20) which differ in their
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approximation of the true error vector e,

To reduce the memory size and computation necessary to determine
Ah; or 8h; instead of the true vector g, = [emi], a vector e, with equal
COMPONENts ¢,; = ¢, is substituted [10] in equations (20) and/or (21):

m RO &, = [em] {23)

where e, is estimated as an rms value or an average of absolute values.
That is,

em = Sgn(en:)(Eleid)'/? (24)
Cn = SgN(ens) El|en|] (25)

where Sgn{e,.;) is the sign of the error vector component ¢, In addition,
e, 18 approximated by the error of the last (i = m) ileration, ¢, = €mm,
or even by constant e, and the sign of e,

tn = Sgnlener | (26)

This approximation often results in the simplest hardware implementation.
When the constant e, is properly chosen {see Reference 11), it can give
approximately the same speed of adaptation and stability of response for
long filters, as the other approximations listed above or those found in
References 1, 2, 4, and 10,

Input signal veetor

The adaptive algorithms used to identify the sampled impulse response
H( j) of an unknown system are equivalent to or a close approximation of
Svaboda’s method [equations (10)-(13)] for solving a system of linear
equations [equation (1)]. Therefore, these algorithms guarantee only non-
divergence, not convergence, to the optimum solution #,., which, according
to equation (12), emulates with LMS error H& ‘}‘3 the response H( j).

The fundamental condition for convergence must be met: the input
signal matrix 4 must be of rank n 4 1; that is, no single pair of vectors
xi = [xin,] [sce equation (19)] composed of any sequence of n 4+ 1 com-
ponents x; of input signal vector

X =X, .. Xitir» - -» Xon] (27)

can be linearly related. According to equation (15},
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Xipr 7 GX¢ (28)

forallg < 0,all 0 < k < 2n, and 0 < i < n. If both sides of inequality
(28) are multiplied by x7/(r + 1), then

1 . i ,
Ty Xk X X - 29
g S A g XX (29)

For a sufliciently large n, the left-hand term is the discrete approximation of
the autocorrelation function R.«(k) = E[x.1;Xi i), and the right-hand
term is the variance ¢! = E[x1.;] of the signal X. If equation (29) is re-
arranged, equation (28) can be rewritten as

ElxiyXivive]  Rua(k) ~

2 - .
E[x3, a;

g = pull) = 0 (30)

where p..(k) is the discrete approximation of the autocorrelation coefficient.
Therefore, only a random sequence of 2n 4 1 samples x;;; can form asym-
metric matrix 4 with rank » + 1, which can also be proven by using the
Wiener-Hopf equation (WHE).

The discrete form of the whE is [1]
er(k) = Z(:)hm;l'Rm'(k - j} (31)

where R, (k) = E[dixi ;] is the discrete cross-correlation function be-
tween X and d, and A, = [h»;] is the optimal impulse response.

Equation (31) can be unambiguously solved for f, only il R..(k) = 0
for all 0 < |k| < 2 [also see equation (30)]. Only Poisson waves [12] or
broadband noise signals have these properties. However, the long-term
autocorrelation of successive samples (i.e., k = 1) for speech and video
signals is 0.8 < p..(l) < 0.95 when sampling at 1.2 f,, where f, is the
Nyquist rate. Under these conditions, the probability that a symmetric
matrix A = [x;,] will be of rank # - 1 decreases with increasing #n;
therefore, equation (13} is unsolvable for this kind of signal.

Heuristically, this result can also be interpreted [13] in the frequency
domain as H{ j) represents the system response to a signal with the “flat”
power density spectrum F.(w) = const. A coeflicient p..(k) — 1 for any
0 < |k| < 2n indicates that a part of the frequency spectrum is not present



340 COMSAT TECHNICAL REVIEW VOLUME 8 NUMBER 2, FALL 1978

in the input signal X; thus, the system cannot find the desired response d for
this part of the spectrum and is unable to properly adopt FIR filter coeffici-
ents A, as illustrated in Figure 2. Figure 2a shows part of the response /.,
of an FIR filter [5] with r = 256 taps emulating a bandpass filter with 1-ms
additional (flat} delay and white noise input. Figure 2b, which refers to
the same configuration with a sine wave input signal, shows that with a

—-—] Id—-? ms

Figure 2a. Significant Part of the FIR Filter Impulse Response Emulating
a Bandpass Filter (500 Hz-2 kHz) with White Noise Input Signal X

Figure 2b. Response of the Same Configuration with Sine Wave Input
of 750 Hz
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highly correlated signal the system is unable to adapt to the optimum
response f.

Pecorrelation methods

To permit the solution of equation (13) or (31}, the input signal must be
uncorrelated: that is, it must have a constant power density spectrum
Fe.(w). Since the higher frequency part of the long-term power density
spectrum of speech and video signals approaches

const
wb

Fzr(w) = (3 2)

where 1 < b < 2.5, it has been suggested that pre-emphasis and de-
emphasis filters with transfer characteristics G, = o> and G4 = 1/w® be
used to reduce the autocorrelation of these signals. As reported by Wehr-
man [9], this methed (Figure 3) reduced the length of the vector HﬁH to

»{ Gp |—=| ADAPTIVE FIR FILTER —I—- Gy fromtm X1
)
+

[[=X

[ oentreo | &
SYSTEM
X

Figure 3. Adaptive System with Pre-emphasis (Gy) and De-emphasis (Ga)
Filters Used to Reduce Auotcorrelation of Speech and Video Signals

one-third in a given system. COMSAT's experiments produced less favorable
results [5). This can be attributed to the inherent properties of speech
which has a low average power but relatively large instantaneous amplitude
near its upper frequency limit (4 kHz) and peak factor (the ratio of peak to
rms values) up to 30 dB for integration intervals of several seconds [14].
Thus, the filter G, substantially increases the probability of overloads,
termed peak clipping.
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Improved results can be obtained if the decorrelation process is applied
only to the signal entering the correction processor (see Figure 4). In a
sampled system, a Poisson wave can be approximated by a random or
pseudorandom binary sequence ®. = [¢i], where ¢y = 0, 1, and
0<i+j<2n

TR I M I
| DITHER J= £

r CORRECTION PROCESSOR
I
|
i

Em

_____ ERROR

| DITHER ] DETECTOR

OuUTPUT

4 SAMPLER

[=]
L—C:}—— Hij

IDENTIFIEC SYSTEM

X

Figure 4. Biock Diagram of an Adaptive FIR Filter with Dither Signals
d, and F.

The scalar products of the components of ¢, and X form a new vector
Xg = [xip i), which retains the statistical properties of sequence &, and
can be used simultaneously for computing corrections Ak, according to
equation (20):

1 n

|| 2]|% i=

Ahy; = ( CniXetibir - (33)

For any sequence &, of one and zeros, correction |Aky;| < |Aky/; there-
fore, the condition of nondivergence [equation (12)] is fulfilled. Similarly,
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the components e of the error vector e, can be multiplied by a random
2-valued sequence F., which results in s = [em: fi]. The correction is then
computed as

1 ]
Ahy; = ] ; i fiXiyi (34)

where for every F. it is |Ahy| < Ak

Sequences &, and F. are also called dither functions. Both techniques of
signal decorrelation by dither functions can be further refined if, instead
of random sequences, pseudorandom functions are used with com-
ponents [4]

$iri =1, Ix‘”! > 1 (35a)
ol
¢ir; = 0 otherwise (35b)
and, according to Reference 5,
fi=1, lenl (36a)
Bl
=0, otherwise (36b)

where « and @8 are constants.

Because ||x;[| is proportional to the rms value of the input signal, the
function ¢;;; selects samples with high absolute values |x,;| according to
the correction strategy outlined by equation (16). The components f;
initiate the correction process when the error |e,| is greater than a fraction
of the rms value of the input vector x; and adjust the *‘gain” of the cor-
rection circuit to an optimum value. For large values of 2n, ®, and F. are
statistically independent. Proper selection of a and 8 can also fulfill some
other conditions of adaptation [11]; e.g., the system can be prevented from
adapting on continuous sine waves (see Figure 2b) or on fIr filter circuit
noise when the input signal vector X — 0. Experiments with adaptive
filters used in echo cancellers have confirmed that signal decorrelation
with dither functions & and F, is very effective and contributes to a stable
solution for the vecter h,,, which is independent of changes in the power
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density spectrum F..{w) of input signal vector X.

The wHE and the discussion relative to equation (31) indirectly prove
that /. emulates the sampled impulse response H(j) of the unknown
system.

Sign correlation

The random or decorrelated sequence of input signal samples X has the
required autocorrelation function R,:(0) = ¢ and Ru(k) = 0 for all
0 < k| < 2n, which permits unambiguous solution of the wHE [equa-
tion (31}]. Then the components of the unknown vector H{j) = [h,,] for
k = jare

N Pt 1
i = Rea( }R7:(0) = ;“QE[Q"'X!'H] - (37)
Berndt [15] has shown that the true discrete cross-correlation function
R.4{j) can be approximately computed by using the sign correlation
Brd(j):

R.a(f) = v'Beal ) = v'EISgn(xird)) Sgnldic)] (38)

where «? is a constant factor, and d; and ¢; are components of two statisti-
cally independent dither functions D; = [d;] and C; = [c¢J], i.e., two
stochastic reference signals with specific properties.

If a vector Ay = [hy; = 0] is chosen for the first iteration, Sgn(d.)
= Sgn{e,;) during the initial adaptation process. Because the sequences &,
and F, fulfill the statistical condition for D; and C, [15], for a sufficiently
large n, the cross-correlation function R, is approximately

Reilj) = - 3 ivifi Sgnlxis) Senend) (39)

and R,; is approximately

1
Ru(0) = = x]f “0)
Substituting these expressions into equation (37) yields

2 n
Y 3 e f Sen(xi) Senlens) (41)

i i
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Equation {20) for optimum correction Ah; can be rearranged to yield

H

Afijg = Z Tem"*‘ e . (42)
= [ERE

If ¢:; and f; from equations (35} and (36) are substituted into equation
(42), corrections can be computed as follows for every § = j:

Ahy; = Z;J dhy; = off Z{)¢:‘+:‘f-‘ Sgn{xi;;) Sgniems) (43)
i= =

where the product «f can always be chosen so that the condition of non-
divergence |Ah,;| < |Ah;ol is met.

Substituting equations (41) and (43) into the basic correction equation
(4) yields

Hp1; = hBmy — Ay = by — Z ah,;
i=0

~ (2 - o8) £ buifiSenten) Senen) - (40

flxs

Thus, equation (44) shows that the sign correlation method can also
identify the unknown system response H(j) = [A.;], regardless of the
statistical properties of input vector X = [x,;], which also follows from
Berndt’s work [15].

Fast adaptive algorithm

The sign correlation algorithm [equation (44)] can be easily imple-
mented with simple hardware [5], [11]; however, the main disadvantage is
that the time of adaptation is directly proportional to the maximum ampli-
tude of response A, and therefore depends on the gain and transient
response of the emulated system [4].

To fulfill the requirement of minimum resolution for all responses H{ ),
the constant correction increments Ah,; or k,; must be equal to the smallest
quantization step; thus, the number of iterations required to extend
response £, increases with the amplitude of coeflicients /,;. This can im-
pose a definite limit on the adaptive process, especially when parameters
H( j) of the identified systems vary rapidly over a wide dynamic range, as
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in the case of echo cancellers in 4-wire telephone circuits [3], [5], [11].

Hence, another correction algorithm was developed [5]. Instead of
adding éh,, to or subtracting it from h,,; according to equation (22), a new
corrected coeflicient vector is found by multiplication:

fapr = [Mni(1 — AJ] = [m; — i (45)

where A, is a positive or negative constant |A,| < 1. The correction step
according to equation (45) is proportional to the amplitude A,,;; thus, the
rate of change {speed of adaptation) and relative resolution of the sample
Iry; 18 approximately constant over the whole dynamic range of A, = H(j).
In practical systems [[1], this approach can increase the average rate of
FIR filter adaptation by at least one order of magnitude under otherwise
similar conditions.

According to equations (12) and (21), the condition of nondivergence
for this correction strategy is

|EmiX it

&A= ||x-||2_ > |hmidaf (46)

Substituting from equations (35) and (36) when the condition of correction
¢ip; = fi = 1 is met [see equation {43)] yields the following rclationship,
which will ensure stable operation of the adaptive system:

CY,G |6h_,|
s S = . (47)
]hma‘l Ihm."|
For the fastest possible convergence, i.e., when |8h;| = [A.;4,|, the product

a8 must be adjusted according to the amplitude A,;. Although this is
relatively easy to implement, a compromise value af can be chosen [5] to
permit fast adaptation and stable operation of the Fir filter over a wide
dynamic range of response H( ).

Experimental confirmation

An adaptive filter with 256 coefficients /; was built using the sign cor-
relation method defined by equations {43}, (45), and (47), [5], [11], and
used to emulate a Butterworth bandpass filter whose frequency charac-
teristic is shown in Figure 5a.
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I?U d8

kHz

Figure 5a. Frequency Characteristic of the Butterworth Bandpass Filter
(600 Hz-2.4 kHz)

White noise and a speech signal were used as input signal X (Figure 1)
in the adaptive process. The response k,, was ‘‘frozen” after 10,000 itera-
tions and the FIR filter transient and frequency characteristic were
measured (see Figures 5b through 5e). The sampling frequency was 10 kHz

—"'{ I——-1ms

Figure 5b. Significant Part of the FIR Filter Impuise Response with White
Noise Input
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20 dB

kHz

Figure 5¢c. FIR Filter Impulse Response with Speech Input Signal

-—-{ |-l—‘|m5

Figure 5d. Frequency Characteristic of the FIR Filter with White Noise
Input

and the resolution was equivalent to 6 bits. The differences between the
characteristics are not greater than the resolution of the FIR filter given by
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kHz

Figure Se. Frequency Characteristic of FIR Filter with Speech Input Signal

sampling rate and quantization errors.* This result confirms the effective-
ness of the sign correlation algorithm.

Coneclusions

Svoboda's [6] fast converging LMs method for solving a system of
linear simultaneous eguations permits analysis of the identification
algorithm without any a priori restrictions on statistical properties of the
input signal. This analysis has shown that all known adaptive algo-
rithms, [1], [2], [4] are only different approximations of Svoboda's basic
correction formula and that they guarantee only a nondivergence of the
adaptive process; the convergence to the optimum (LMs) solution can be
ensured only if the signal entering the correlation processor is decorrelated
by multiplying the sequence of signal samples by a random binary se-
quence. This method leads directly to the sign correlation identification
algorithm which is easy to implement and permits the use of a faster cor-
rection method with correction sieps proportional to the magnitude of the
samples (coefficients) of the desired response. Experiments performed with

*For frequencies below 300 Hz and above 3.4 kHz the FIR filter characteristic
is influenced by presampling and reconstruction filters which are part of the
adaptive system.
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adaptive filters with several hundred coefficients confirmed directly and
indirectly the theoretical results.
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Abstract

A new form of the Erlang loss function is presented which significantly de-
creases the computation time required for large trunk groups. This form can be
used to calculate directly the grade of service for a given traffic intensity and
trunk group size. In conjunction with Newton’s method, the maximum accept-
able traffic intensity for any size trunk group can be determined for a prescribed
grade of service,

A FORTRAN program illustrates the calculation method. The required computer
time is less than a tenth of a second per traffic intensity calculated. An Erlang
table is shown for five grades of service from 0.001 to 0.1 and for trunk sizes from
1 to 9,000.

Introduction

The Erlang B equation, which relates the number of circuits in a trunk,
the traffic intensity, and the grade of service, has frequently been used to
size small and moderate trunk groups [1], [2]. Tables based on this equation
extend to only one or two hundred circuits, possibly because of the lack
of interest in larger trunks or because the computations became more
difficult. Although the use of approximation and continued fraction al-
gorithms has been suggested to extend the Erlang B function [3], [4], these

353
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techniques are either not completely accurate or require excessive
processing time.

In this paper, the usual Erlang B equation has been modified to increase
its suitability for computer calculations. An expression for the derivative
of the function is also included. An initial value of maximum acceptable
traffic intensity for a given grade of service is found by linear extrapolation;
Newton’s method is used to determine a more accurate value.

A FORTRAN subroutine is presented that calculates the maximum ac-
ceptable traffic intensity for a range of trunk sizes at a specific grade of
service. A FORTRAN main program illustrates the use of this subroutine.
A total of two minutes processing time was required to compute an ex-
tended Erlang table for trunk groups with up to 9,000 circuits.

Mathematical definitions and procedures
Representations of the Erlang B function

The probability of a call being blocked (grade of service) is the ratio of
calls receiving a busy signal to the total number of calls initiated. The
Erlang B equation assumes that the calls arrive at random and that all
calls receiving a busy signal are lost; i.e., they are not redialed.

The Erlang B equation [2] generally used to express the grade of service
of a trunk group is

c/C
B(C, A) = L m

>, Ar/k!
k=0

where B{C, A) = probability of a call being blocked

A = traffic intensity to be served, in Erlangs

C = total number of circuits in the trunk group.
As an example, assume that there are 20 circuits in a trunk (C = 20) and
a traffic density of 12 calls (4 = 12). This means that if the average number
of calls per hour (both completed and blocked) is multiplied by the aver-
age call length, then the traffic intensity is approximately 12. Therefore,
the probability of a call being blocked is determined from equation (1) to
be 1 out of 100 (8 = 0.01).

An integral representation of the Erlang B function ascribed to Fortet [4]

is

BC, Ay = 4 fo T (4 e dy @
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The function can also be written as

A

B(C, Ay = 5 D(C + 1L, 4) 3)

where T is the incomplete gamma function [5].

For a large number of circuits in a trunk group, e.g., C = 300, the
numerical calculation of the Erlang function becomes more difficult, and
these formulas are not suitable. The challenge of calcuiating the Erlang
function for many circuits with the series representation in equation (1)
is due to four factors:

a. The series has many terms, and the higher order terms are more
significant than the lower order terms.

b. The factorials and exponents in equation (I} exceed the normal
limit of expressing numbers for most computers.

¢. Equation {1} cannot be easily inverted to calculate 4 for a given

value of B,

d. The largest term in the series is a high power of 4; hence, small
variations in A4 produce large variations in the series sum.

The next four subsections deal specifically with each of these factors.
The first two difficulties are resolved by rewriting the series in a different
form. The third problem, finding a value of 4 for a given B, is solved by
performing an iteration with Newton’s method, Finally, the large varia-
tion of the series sum with respect to 4 is minimized by techniques of
estimating initial values close to the final solution.

Reversing the order of the series

From equation (1}, the reciprocal of B can be expressed as
A (1 A Az Ac-t A°
ol |

1+1—+E+"'+(—CTT)!+E

For small trunk groups, there are only a few terms; these are of the same
order of magnitude, For large trunks (e.g., C = 300 and 4 = 277.1255)
there are many terms (301), and the terms near the end of the series are
very large. (The final term is 10!%%.) For efficient calculation, the order of
the series must be reversed, so that the more significant terms are computed
first. This is accomplished by setting & = C — j in equation {4) as follows:
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I & A Cl| A° A1 A J

e =y =D T4 . 5
B C‘,;)(C—j)! ACI_C!+(C—1)!+ +]+ ®)
If the terms are calculated in this order, the calculations can be terminated
when the terms become negligible,

Successive calenlation of terms

The numerically large terms in equation (5) are still difficult to bandle in
most computers. The next step is to multiply through by C!/A°

C

1
B~ f:EoA — !

c C[C—1 Cfc—-1|Cc—2 !
=‘+2+;[ 4 ]+Z[T][T]+”'+E -©

The individual terms now start at unity, increase in magnitude slowly, and
then decrease to a very small value. For € = 300, the largest term is the
24th, whose magnitude is only 2.6; the 150th term is only [0~1%; and the
remaining terms are even smaller in magnitude,

The series can now be expressed so that each term is a product of the
previous term and a simple factor:

C!
.’(C

¢ C—jt 1
=27 TJ-=+T;-_1, To = 1 )

o | —

thereby eliminating the need to calculate powers and factorials of large
numbers. During the computations, the individual terms eventually
become very small and have no significant effect on the series sum. A test
determines when the calculations can be terminated. Given a trunk group
of C circuits and a traffic intensity of 4 Erlangs, equation (7) may be
employed to efficiently calculate the blocking probability or grade of
service, B, for any size trunk group.,

Iterative caleulation hy Newton’s method

Frequently, the grade of service (B) is specified, and the maximum
traffic intensity {4) that may be served by a given teunk group of circuits
(C) must be calculated. Hence, a trial value of A is estimated, and the
corresponding value of B is computed using the procedure previously
outlined. If the resulting value of B is not sufficiently close to the specified
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B, a more accurate value of A is determined, Newton’s method may be
conveniently used to calculate 4 to any desired accuracy by determining
both the value of a function and its slope for a given value of 4, and then
extrapolating a straight line through the point having the prescribed slope
to a new approximation of A.

The function F is defined as

1, & T 6]
i

F : = —_—
=1 A(C — )

®)

il
I
|
_|_
™
.

where the terms T; are calculated for the given C and the trial value of 4.
For convenience in programming, the first term in the series, which is
unity (j = 0), has been written separately. A value of A for which the
function F is zero must be determined. According to Newton's method,
if A4, is an approximation of the desired A4, then a better approximation,
Auyy, is given by

F F
Awer = An = [dF/dAl =4 [1 + (—AdF/dA)l - O

The derivative of the function F is found by differentiating equation (8)
to be

dF <
—A-— = iT; . 10
dA _;;J i (10}

Since the terms T; must be calculated to find the function F, a computer
program can easily multiply these terms by j and evaluate the derivative.

Determining an initial valae of A

The first object of this study was to write a subroutine that would cal-
culate the value of A for single values of B and C. However, attempts to
discover a formula to determine an initial value of 4 were unsatisfactory.
Therefore, the objective was modified to write a program that would
generate an entire table. The first two values of A{C = T and C = 2) are
determined from exact equations. Subsequent initial values of A for equa-
tien (9) are determined by linear extrapolation.

For C = 1 and C = 2, the Erlang B equation [equation (6)] can be
solved directly for A, For C = I,
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B
A = ——_——
[~ B (11
and for C = 2,
B B2 — B
4= -I~?/_(B ) 12)

Succeeding initial values are determined by linear extrapolation from
previous values in the table. Thus, 44(C) is equal to twice A(C — 1)
minus A(C — 2). For example, if a table for B = 0.01 is being calculated,
the initial value of A4 for C = 3 is determined by

Ay = 2(0.1526) — 0.0101 = 0.2951 (13)

which is not a particularly accurate approximation, compared to the
actual value of 0.4555. However, linear extrapolation improves for higher
values of C.

From these two principles, a table can start at € = ! and increase by
increments of 1 to any value of C. The increment of the table can also be
greater than 1. For example, above C = 150 an increment of 2 may be
desired; the starting value of 4 for C = 152 is obtained as twice the value
of A for C = 150 minus the value for C = 148.

Summary of algorithm

An Erlang table for a single grade of service and a range of trunks from
one up to a certain limit can be calculated as follows:
a. The first two values in the table are ascertained from the exact
equations (11) and (12).
b. An initial estimate of A4 for the next entry in the table is de-
termined by linear extrapolation {equation (13)].
¢. The values of the function F and its derivative are found from
equations {8) and (10) using this value of A.
d. A better estimate of A is obtained by using equation (9}.
e. Steps ¢ and d are repeated until the fractional change in 4 is
less than some specified value.
With this process, convergence is usually achieved within 5 to 10 itera-
tions. Although the number of iterations can be decreased by using
quadratic extrapolation or a second-order term in Newton’s method, the
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improvement in convergence did not seem to justify the additional com-
putations required in each iteration.

Computer programs and execuilion
A FORTRAN subroutine for the Frlang B calculations (Figure 1) was

written using the numerical methods outlined in the previous subsections.
This subroutine was implemented by calling it from a SPEAKEASY pro-

31 SUBROUTINE ERLF (A, B, MIN, MAX, INC)
C GDGORDOW - APRIL 77 - FINDS A AS A FUNCTION OF B AND C
[ C IS NUMBER OF CIRCUITS IN A TRUNE
C B IS THE GRADE OF SERVICE (FRACTION OF BUSY SIGMALS)
C A IS TIilE TRAFFIC THE TRUNK CAN HANDLE
C MIN, MAX, INC ARE THE RANGE AND INCREMENT OF C
C IF MIN IS NOT ONE, VALUES OF A FOR { = MIN AND MIN + INC
ol MUST BE FURNISHED BY THE CALLING PROGRAM
C  PROCEDURE FINDS TRIAL A (AN} BY EXTRAPOLATION FROM LAST
C TWO VALUES, AND THEN FINDS A BY NEWTON'S METIOD,
C IF CONVERGENCE FAILS, A IS SET TO -666.
C
32 DOUBLE PRECISICN af{l), AN, TERM, ¥, FP, B
33 INTEGER C
14 IF (MIN .GT. 1} GO TO 5
35 a(ly = B/(1.00 - B}
36 F =1.D0 - 1.D0O/B
37 Af(2) = {1.DO+DSCQRT{1.D0+2.D0%(-F)))/(-F)
38 5 OMINZ = MIN + 2*TNC
C OUTER LOOP FINDS INCREMENTS € FROM MINZ TO MAX
39 DO 10 € = MIN2Z, MAX, INC
40 NC = 1 + (C - MIN}/INC
471 AN = 2.DO*A(NC-1) - A(NC - 2}
¢ MIDDLE LODP FINDS VALUE OQF AN BY NEWTON'S METHOD
42 Do 25 J = 1,20
43 F = 1.p0 - 1.D0/B
44 FP = 0.
45 TEEM = 1.D0
o INNER LOOP SUMS THE TERMS TO FIND F AND FF
46 DO 20 K= 1,C
47 TERM = TERM* [C-K+1) /AN
43 F = F + TERM
49 FP = FP + K * TELRM
c WHEN TERM LESS THAN 1.E-12 SERIES SUMMATION ENDS
50 IF (TERM ,LT, 1.,D-12) GO TG 30
51 20 CONTINUE
52 30 AN = AN*(1 + F/FP)
o WHEN CHANGE LESS THAM 1.E—10 NEWTON'S ITERATION ENDS
53 Ir{ DABS(F/FP) .LT. 1.D-10) GO TO 15
54 25 CONTINUE
55 AN = -666.
56 15 CONTINUE
57 10 A(NC) = AN
58 RETURN
59 END

Figure 1. Subroutine for Erlang Calculations
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gram.* A FORTRAN main program (Figure 2} was also written to generate
a table for five grades of service and for various numbers of circuits from
1 to 9,000. This program calculated 2,000 different points in two minutes
of CPU {on an 1BM 360/65) or about one minute per thousand points.

C GDGORDON - APRTL 78 - CALCULATION OF FERLANG TABLE
C KMIN & KMAX ARE LIMITS OF  FOR EACH PAGE

C KFACT 1S THE INCREMENT FOR EACH PAGE

L PROGRAM GENERATES 8 PAGES, 51 LINES, 5 COLUMMS

1 DOUBLE PREGISION A(52,5), B(5)
2 INTEGER KMIN(8), KMAX{8), KFACT($), C
3 DATA INC, C /1,1/, B /1.D-3, 3.D-3, 1.0-2, 3.D-2, 1.D-1/
) DATA KMIN / 2, 50, 100, 150, 250, 500, 1500, 4000 /
5 DATA KMAX / S2, 100, 150, 250, 500,1500, 4000, 9000 /
G PATA KFACT/ 1, I, 1, 2, 5, 20, 59, 100/
7 DO 80 IPAGE = 1,8
8 ING = KFACT(IPAGE)
g MIN = KMIN(IPAGE) - INC
10 Do 20 KOL = 1, 5
11 20 CALL ERLF (A(1,KOL), B(KOL), MINM, KMAX(IPAGE}, INC)
C DUTPUT OF RESULTS
12 WRITE(E,40) B
13 LG FORMAT(1H1 //° cr, s B =',F5.3)/)
14 IF(IPAGE LEQ. 1) WRITE(6,50)C, (A{1,KOL),KOL=1, 5)
15 DO 30 LINE = 1, 51
16 € = LINE*INC + MIN
17 30 WRITE(B,50) €, ({ACLINE + 1,KOL), koL = 1, 5)
18 50 FORMAT(1X, 15, 5FL2,4)
C SET FIRST TWO VALUES OF NEXT PAGE
19 IF(IPAGE .GE. 8) GO TO 90
20 KI = -KFACT(IPAGE + 1} / XFACT(IPAGE)
21 FC = KI + FLOAT(KFACTCIPAGE + 1)) / KFACT(IPAGE)
22 DO 8D KOL = 1, &
23 A(1,KOL) = FC*A(KI + 51,KOL) + (1 - FC)*A(KI + 52,KOL}
24 A(2, KOLY = A(52, KOL)
25 IF (I1PAGE .EQ. 1) A(1l, KOL) = A(h9, KoL)
26 IE (IPAGE .EQ. 1) A(2, KOL} = A(50, KoL)
27 80 CONTINUE
28 90 WRITE(G,40)
239 STOP
30 END

Figure 2. Program to Generate Erlang Table

A similar program, written in PL/I, was 10 percent faster. Program execu-
tion is faster for small numbers of circuits (small C) and for poorer grades
of service {large B).

Subroutine

There are five arguments for the subroutine call: 4 (output), B (grade of
service), minimum €, maximum C, and increment of C. All variables are
integer or double precision.

* SPEAKEASY is an interactive computer language developed at Argonne
National Laboratories.

EFFICIENT COMPUTATION OF ERLANG LOSS FUNCTIONS 361

If the first value of C is not unity, the first two values of 4 are provided
by the calling program. If the first value of C is unity (MIN = I}, then the
first two values of A are calculated in lines 35 through 37 (see Figure 1).
For succeeding values of C, an initial estimate of 4 is given in line 41 by
linear extrapolation, The initial values of the series terms (TERM), the
function F, and the derivative FP [equal to — AdF/dA from equation (10},
are set in lines 43 through 45. Succeeding terms and their summaticn are
calculated in lines 47 through 49. An improved value of 4 is determined
in line 52; if the change is greater than one part of 10%, the iteration is
repeated.

The maximum number of iterations for Newton’s method is set at
20: if convergence is not attained, the value of A4 is set to —666. In practice,
this has never occurred. If convergence is not attained, the series tends to
blow up; execution is then halted when the numbers become too large.

Use in SPEAKEASY

Originally, all the calculations were written in SPEAKEASY. After the
numerical methods had been selected and tested, the SPEAKEASY program
was converted to a FORTRAN subroutine to decrease execution time. The
subroutine is usually called from SPEAKEASY for case of output manipula-
tion and other calculations.

Program to generate a table

A FORTRAN program was written to illustrate the use of the subroutine,
to demonstrate the efficiency of the program, and to generate a table
applicable to a larger number of circuits than any previous table. Five
grades of service were chosen (B = 0.001, 0.003, 0.01, 0.03, and 0.1),
ranging from excellent service {I blocked call per 1,000) to poor service
{1 blocked call in 10). The number of circuits per trunk group, C, ranges
from 1 to 9,000 with increments varying up to 100 for the last part of the
table.

Figure 2 is a listing of the main FORTRAN program, and the output is
given in Table 1. All variables are either double precision or integer. The
values of C, the number of circuits, for each of the 8 pages are given in
lines 4 through 6. In general, KMIN is the lowest C for each page, KMAX
is the highest value, and KFACT is the increment. For each page, the
subroutine is called 5 times (line 11) for each value of B. The output is
generated in lines 12 through 18. The last part of the program, lines 20
through 26, sets the first two values of A for use in the next iteration.
Since the first page of the table presented some unique features, lines 14,
25, and 26 were inserted to accommodate them as a special case.
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COMSAT TECHNICAL REVIEW VOLUME 8 NUMBER 2, FALL 1978

TaBLE | (continued). ERLANG TABLE FOrR C = 1 10 C = 9,000

1500
1550
1800
1650
1700
1750
1800
1850
1300
1950
2000
2050
2100
2150
2200
2250
2300
2350
2500
2450
2500
2550
2600
2650
2700
2750
2800
2850
2900
2950
3000
3050
3100
3150
3200
3250
3300
33590
3400
3450
3500
3550
3600
3650
3700
3750
3800
3850
3800
3950
4000

3 =0.001

1417.6511
1466.5467
1515.4656
1564 ,4068
1613.3690
1662.351h
1711.35390
1760.3730
1809.4105
1858.4649
1907.5355
1956,6216
2005.7226
2054, 8379
2103.9671
2153.1096
2202,2650
2251,4328
2300.6125
2359.8039
2399, 0060
2548.2199
24587 .4438
2546.6779
2595.9219
2645.1755
2694, 4384
2743.7104
2792.9911
28472.2804
2891.5781
2950, 8838
2990,1874
3039,5187
3088.8475
3138.1838
3187.5268
3236.8770
3286,2339
3335.5975
338L4,9675
3434.3439
3483.7264
3533.1150
3582.5095
3631.9098
3681.3157
3730.7271
3780.1440
3829.5662
3878,9936

B =0.003

1438.7094
1488.0479
1537.4047
1586.7789
1636.1696
1685.5759
1734.9873
1784.4330
1833.8823
1883,3448
1932.8197
1982.3067
2031.8052
2081.3149
2130.8351
2180.3657
222%,9061
2279.4561
2329.0153
2378.58354
2428,1600
2477.7450
2527.3380
2576.9388
2626.5472
2676,1628
2725.7856
2775.4152
2825.0515
2874 ,60943
2925.3434
2973.8087
3023.6599
3073.3269
3122,9996
3172.6778
3222.3614
3272.0501
3321.7441
3371.4Lk29
3421.1487
3470.8552
3520.5683
3570.2859
3620.0080
3669.7344
3719,4850
3769.1998
3818.9386
3868.6814
3918.4280

B =0.010

1471.1855
1521.2678
1571.3619
1621.4670
1671.5827
1721.7083
1771.8434
1821.9876
1872.1403
1922.3012
1972.4700
2022,6462
2072.8296
2123.0198
2173.2168
2223.4197
2273.6289
232384389
2374.0645
2524.2905
2574.5217
2524 .,7580
2574.9890
2625.2447
2675.4950
2725,7498
2776.008L
2826,2713
7876.5382
2926.8089
2977.,08314
3027.3614
3077.6429
3127.9279
3178.2161
3228,5076
3278.8021
3329.0997
3379.5002
34629.7037
3480.0009
3530.3188
3580.6304
3630.9445
3681,2612
3731.5804
3781.9019
3832,2258
3882.5520
3932.8804
3983.2109

B =0,030

1521.8175
1573.2247
1624.6372
1676.0546
1727.4766
1778.9030
1830.3335
1881.7678
1933.2058
1584.6473
2036.0971
2087.5400
2138.9808
2190, b4440
2241,9008
7293.3596
234%,8209
2396.28L46
24477504
2699,218%
2550,688%
2602.1603
2653.6381
2705.1097
2756.5870
2808.0660
2850.5466
2911.0287
2962.5122
3013.9972
3065.4835
3116,9712
3168.4601
3219,98502
3271.4415
3322.9340
3374.4276
3425.9222
3477.4179
3528.9146
3580.43122
3631.9108
3683.4103
3734.9107
3786.4120
3837.9140
3889.4168
3940.9206
3892.4250
45343,9301
4095.4360

B =0.100

1657.1656
1712.7075
1768.2501
1823.7934
1879.3373
1934.8818
1990.4768
2045.9724
2101.5184
2157.0648
2212,6116
2268.1588
2323.7064
2379.2543
2434,8025
2490.3510
2545,8998
2601. 4488
2656.9981
2712.5476
2768.0974
2823,b6473
2879.1974
2934.7477
2990,2982
3045. 80689
3101,3997
3156.9507
3212,5018
3268.0531
3323.60L4
3379.1560
3434.7076
3490.2583
3545,8112
3601.3631
3656.9152
3712,4673
3768.0186
3823.5719
3879,12L3
3934.6768
3990,2294
4045.7821
4101.3348
4156.8876
4212.4405
4267.993L
L323.5464
4379.0995
Lu34,.6526

EFFICIENT COMPUTATION OF ERLANG LOSS FUNCTIONS 369

TABLE 1 (continued). ERLANG TaBLE FOR C = | T0o C = 9,000

uLono
4100
4200
4300
4400
4500
4600
4700
4800
4900
5000
5100
5200
5300
5400
5500
5600
5700
5800
5900
5000
6100
6200
6300
BLOO
6500
5600
6700
5800
6900
7000
7100
7200
1300
n0o
7500
7600
7700
7800
7900
8000
8100
82q0
8300
8400
8500
8600
3700
3800
8300
9000

2 =0.001
3878.9936
3977.8636
4076.7531
L175.6616
L274,5881
4373.5322
4472,5931
L571.4703
4670.4632
4769.4714
L3868, L4oL2
4L967.5312
5066.5820
5165.6L462.
S526L. 7233
5363.8130
5452.9149
5562.0286
5661.1538
5760.2992
5859.4375
5958,595L
6057.7636
6156,9418
6256,12993
6355,3274
B454,5343
6553.7503
6652,9751
6752,2085
6851. 4504
6950,7005
7049.9587
7149,2248
7248.L986
7347,7799
7447,0686
7546.36L6
7645 ,6675
J7LL.977h
7844, 2941
7943 ,6175
80L2,9473
81L2,2835
8241.6259
8340.9745
8440,.3292
8539,6897
8639.0560
8738,4280
8837.8056

B =0.003

3918.4280
4017.9326
4117.4518
4L216.98L9
L316.5315
4416,0910
4515.6630
L615.2570
L7L4. 8426
LB1L. hLOl
4914.0669
5013,6949
5113.3330
5212.9808
5312.6381
5412.3046
5511.9799
5611.6639
5711.3562
5811.0567
5910.7650Q
6010.4810
6110,2045
6209,9352
6309.6730
6409.14176
6509.1690
E608.9269
6708.6911
6808.4615
6508,2380
7008.0204
7107.8086
7207.6023
7307.4016
7407,2062
7507.0161
7606.8312
7706.6512
7806.4762
79806.3059
8006,1L04
8105.9794
8205.8230
8305.6710
8405,5233
8505.3798
8605.24086
8705.1053
§804,9741
8904, 8468

B =0.010

3983.2109
4083.878k
4184,55451
4L285,2375
4L385.9284
Lu36.62864
L587.3313
LEBB.0427
L788.7605
u883.4843
49380.2140
5090.9493
5191.6900
5292.4360
5393.1870
5493.9428
5594.,703k
5695.4685
5796,2380
5897.0118
5097.7887
6098.5716
6199,3574
6300.1469
6400.9L00
6501, 7367
6602.5368
6703.3402
6804, 1468
G90L, 9567
7005.7698
7106.5855
7207.4042
7308.2258
7409.0501
7509.8771
7610.7067
7711.5389
7812.3735
7913.2105
8014.0499
8114.8916
8215.7356
8316.5817
8417.4300
8518,2804
8619.1328
8719.9872
8820.8436
8921.7019
9022,5621

B =0.030
4095.4360
41G8.4498
4301.4663
404, 4853
4L507.5067
4610.5303
4L713.5561
4816.5839
4819.6136
5022.6452
5125.6786
5228.7137
5331.7503
54347886
5537.8283
5660, 8694
5743.9118
5846.9556
5950.0006
65053.0468
6156.0942
6259.1427
6352,19322
6465.2428
6568.,2943
6671.3L469
6774.4003
5877.4545
6980,5098
7083.5658
7186.6226
7289.6801
7392.7384
7495,7975
7598,8572
7701.9176
7804.9787
7908. 0404
8011.1027
8114.1656
§217.2291
8320.2931
8423.3577
8526.4229
8629.4885
8732.55h8
8835.6212
§938.6883
§041.7559
91k, 8239
9247,8923

B =0.100

434, 6526
4545.7590
4656.8656
L767.9724
4Lg79.0793
4990.1865
5101.2938
5212,4013
5323.5089
5434.6166
5545.7245
5656.8325
5767.940%
5879.0488
5990,1571
6101,2655
6212.3740
6323.4826
643L.5913
6545.7000
6656,8089
6767.9177
6879.0267
6990,1357
7101.2448
7212.3540
7323.4632
T534.5725
7545.6818
7656,7911
7767.9005
7879.0100
7890.1195
8101,2290
8212.3386
B323,4482
8434,5579
4545,6676
8656.7773
8767.8871
8878,9969
8890.1067
9101.2166
9212,3265
9323.4364
9434 . 5463
9545,6563
9656. 7663
9767.8763
9878.9864
5990.0964
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Index: computer simulation, differential equation, am-
plifier

Computer simulation of solid-state
amplifiers

L. C. PALMER AND S. LEBOWITZ
(Manuscript received December 2, 1977)

Absiraet

Modeling and computer simulation of an L-band class-C transistor amplifier
has been performed to determine its am/am and am/pm characteristics. A state-
variable representation was developed leading to nonlinear first-order differential
equations which were solved by using a standard software subroutine for a single
sinusoidal input with various amplitudes. The aM/PM and aM/aM characteristics
obtained from the computer model show good agreement with laboratory
measurements on a similar amplifier.

These nonlinear characteristics were used in the cHamP time-domain simula-
tion program to determine the spectrum “re-growth” of single, filtered, conven-
tional and offset grsk and minimum shift keyed (msk) signals after amplification.
A comparison with available laboratory results again shows good agreement
between the simulated (computer) and the laboratory (hardware) results,

Imtroduction

In an analysis of the impairments experienced in communications
channels, some of the more important, and often more difficult, elements to
model accurately are the nonlinearities encountered in real channels, An
example js the helix-type traveling wave tube (TwT) which is used in most
communications satelflitc transponders. This device is typically distin-

n
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guished by two mémoryless characteristics: a function that defines output
amplitude (or power)} as a function of input amplitude, and a function that
defines output phase shift as a function of input envelope level, These two
functions are commonly referred to as the nonlinear aAM/AM and AM/PM
characteristics of the traveling wave tube amplifier {TwTA), respectively.
The zero-memory assumption is valid since the satellite transponder
bandwidths are usually narrow compared to tube bandwidth.

The lack of memory in the helix-type TWT allows either analyses [1] or
computer simulations [2], [3] to utilize static measurements of the am/am
and AM/PM characteristics to map input signal envelope fluctuations into
both output envelope levels and phase shift between input and output on
an instantaneous basis. This mapping is independent of the rapidity of the
input signal envelope or phase fluctuations;

To model communications channels accurately, memory in nonlineari-
ties must be considered since this phenomenon can be an important source
of impairment in certain devices or in configurations of devices. Typical
configurations in which the zero-memory assumption is either known to be
invalid, or is questionable, would include the following:

a. Cascaded memoryless nonlinearities with intervening band-
width-restricting elements such as filters. If the bandwidth of the
filter is not much wider than the signaling bandwidth, and if the
phase characteristics are not linear over the same wide bandwidth,
then the two nonlinearities are not independent and the resulting
memory can degrade certain transmission formats, Existing time/
frequency-domain computer simulation models [2] are adequate to
analyze specific configurations of cascaded nonlinearities, but these
results need to be generalized.

b. Nonlinear devices containing filtering or energy storage elements
{i.e., inductors and capacitors}, where a nonlinear equivalent circuit
can be developed. These devices cannot be modeled as memoryless
nonlinearities separated by filters since the energy storage elements
themselves may constitute the major nonlinearity in the circuit.
Varactor diodes and UHF transistors are examples of such circuit
elements.

¢. Devices containing inseparable nonlinearities and filtering
elements for which equivalent circuits are not readily available, These
would include microwave devices operated in the nonlinear region
with signaling bandwidth comparable to the device bandwidth.
Cavity-coupled TwTs are examples of devices in this category. Methods
for analyzing or simulating such devices are not presently available.
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These three cateogories constitute an arbitrary but convenient classi-
fication of highly nonlinear devices with memory according to the difficulty
in analyzing them for communications applications. A distinction between
“strong” and *weak” nonlinearities with memory must be made since
analytical methods [4] can be applied to the latter.

The work reported in this paper deals with category b for which an
equivalent circuit model may be obtained. A class-C transistor amplifier,
which operates at L-band (1—2 GHz), is modeled and analyzed to reveal
nonlinearities, specifically the amM/am and aM/PM characteristics. To
obtain these macroscopic characteristics, it has been necessary to model
and simulate the device on a microscopic time scale with a time increment
equal to a small fraction of an RF cycle. Figure 1 distinguishes between
the time scale used in the microscopic (device} simulation and the macro-
scopic (complex envelope) communications channel simulations. For a
transmission rate of 1 Msymbol/s in Figure 1b the communications
channel simulation would typically utilize a sampling increment of 1/16 us
(16 sample/symbol), which is three orders of magnitude larger than the
time increment used in the device simulation,

p— 1095 —»
|l &, = 11322165 |avERAGE) b Ts —ami
' oF == 22"
Sintkdigh TreerTm
MOBEL * REAL REAL
R o Velt) - 'é % "
DEVICE A Sinik A ) x w| Sofkd
2 2
Vin (1) . =4 x
IMAGINARY POWER IN IMAGINARY
Vit Ty = SYMBOL DURATION
a. microscopic or device b. macroscopic or complex-
model envelope model!
Figure 1. The Two States of Simulation
The model

The procedure used to model and characterize the class-C amplifier
included the following steps:
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a. a model of the transistor was obtained;

b. the transistor model was combined with a model of the overall
amplifier;

c. a state-variable representation [S] of the amplifier was derived;

d. the state equations were solved for sinusoidal mput signals;

e. a series of these simulations, for various input signal levels, was
obtained to measure the aM/aM and aM/PM characteristics of the
amplifier.

Figure 2a shows the modified Ebers-Moll {6] model, which was used to
represent the UHF power transistor. This model was included within a
model of the overall class-C transistor amplifier (Figure 2b) that was
adapted from Harrison [7] with some simplifications. The transistor model
used in this work is within the dashed lines of Figure 2b. The elements
included in the model are defined as follows:

Cp: total emitter capacitance; the parallel combination of
emitter transition capacitance, Crg (a function of base-
to-emitter voltage, vy}, and emitter diffusion capaci-
tance, Cpg (a function of forward collector current, i)

i.;: forward emitter current (a function of vy )

or: inverted current gain

ax: normal transistor current gain

C,: total collector capacitance; the parallel combination of
collector transition capacitance, Cr¢ (a function of base-
to-collector voltage, vy-rr), and collector diffusion capaci-
tance, Cpe (a function of i.p)

Ry, Rg: emitter and collector ohmic leakage resistances, respec-
tively
Res, Rrs, Root emitter bulk resistance, base spreading resistance, and
collector bulk resistance, respectively.
Current sources ., and ., and capacitors Cyg, Cpz, Cre, and Cpe con-
stitute the nonlinearities in the circuit. The constants needed to characterize
these individual nonlinear elements were obtained from Reference 7.
Diffusion capacitances Cpr and Cpe are characterized by the normal
active mode cutoff frequency, Fx, and the inverted mode cutoff frequency,
Fr, tespectively. These cutoff frequencies were assumed to be 2 GHz and
40 MHz, respectively, The nonlinear elements in the transistor model can
be summarized by the following equations (units are volts, amperes, and
farads, as applicable):
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431 x 10 "
F = s = yei 35 X 10y + 649 X 107 (1
oo 104 x 10 5
¢ = O = e T 28X 107 + 6545109 ()
T = 6.491 X 109 exp{(44.62vyr .} — 1] 3
iy = 6.54 X 1078 exp[(54.95v.) — 1] {4

The elements in the transistor model are surrounded by the elements of the
amplifier circuit which are defined below:
Cio: capacitance between emitter terminal and base terminal
C3o: capacitance between collector and base terminal
Cy: coupling capacitor
Ly, L3: RF chokes
Ry, R, source and load resistors, respectively
Cy, Lo output tuned circuit
Veo: collector supply voltage
Via! input voltage
Vour: output voltage.

To formulate the nodal equations for the circuit in Figure 2b, nine state
variables were defined as the voltages across the six capacitors and the
currents through the three inductors, as indicated in the figure. Table 1

TABLE 1. STATE VARIABLES FOR THE CIRCUIT IN FIGURE 2b (s DENOTES THE
LAPLACE OPERATOR)

Xi=vi—w Xy = v;

Xz = —m/s[.l X: = (v;; — Vcc)/SLa
X; = vy Xy =v; — v

Xi = v — vy = Vporer X = (vi — ve)/sLs
Xs = Voo — Voo = Vyrror

summarizes their relationship to the nodal voltages.

The substitution of the state definitions into the nodal equations,
followed by considerable algebraic manipulation, yields the set of first-
order differential equations
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X=X+ BV )

where X = 9-by-1 matrix containing the derivatives of the state variables.
A = 9-by-9 matrix containing the coefficients of the nine first-
order state equations.
9-by-1 matrix containing the state variables (voltages and
currents).
9-by-6 matrix containing the coefficients which couple the
active sources in the model to the derivatives of the state
variables. Figure 2b contains four current generators and
two voltage generators; the latter include the ¥, and the Fee.
6-by-1 matrix containing the active sources in the circuit
diagram. In this case, the active current generators are func-
tions of the state variables [for example, 7., is a function of
the vy (X 1))
With the model reduced to the standard matrix form of equation (5),
existing predictor-corrector computer routines can be nsed to solve for the
state variables as a function of time for a given input waveform. A sub-
routine [8] based on Gear’s algorithm [9], [10] was used for this purpose.

X

=]
1l

'~
I

Simulation resulis

Figure 3 shows a typical simulation run for which the input was i () =
5 sin(2x 10%). The circuit values were sclected as R, = 58, R, = 20,
Cs = 10 pF, L, = 7 nH, (load reactance ~ 7300 at | GHz), C, = 50pF,
and L, = L, = 100 nH, The input consisted of 16 cycles of the input sine
wave as indicated by curve 1 in Figure 3. Curve 2 is the output voltage
which is obtained by multiplying the current through L, (the state vari-
ables X,) by the load resistance. The third trace at the top of Figure 3 is
the vy e (X4).

The fourth trace in Figure 3 is the vy (X5), which begins at a value of
—28 V (the V¢¢) and then alternates about this value. For a commonly
used definition of class-C operation,* this voltage should alternate -=V¢c

*Definitions vary for class-C operation in solid-state amplifiers. This paper is
based on Harrison’s [7} definition in which no bias is applied to the base-to-
emitter junction; i.e., RF choke L in Figure 2 is returned to ground. With no
bias, the amplifier draws no current from the collector supply unless the rF
signal is applied. Alternative definitions of class-C refer to the configurations in
which the base-to-emitter junction is reverse biased (L; returned to a small
positive voltage level).
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about the DC supply voltage. With sufficient input drive, the base-to-
collector junction can become forward biased so that the “inverse tran-
sistor’” in the model is activated,

Several additional observations can be made about v, in Figure 3.
First, the unequal sampling used by the solution algorithm is clearly
evident. Sample points are very close together in certain parts of the
waveform and have relatively wide spacing in others. The regions of close
spacing coincide with the intervals where v,... changes polarity and the
emitter-base diode is either beginning to conduct, or is being cut off. A
second observation reveals an underlying low-frequency oscillation which
is added to the main waveform. In a longer simulation run where only
vprrere 18 Observed (Figure 4), the waveform stabilizes after about 30 ns.

These initial observations of the output waveforms led to the adoption
of the following procedures to measure output power versus input power
(aM/aM) and phase shift between input and output (AM/PM):

a. All of the state variables in the model were assigned values at the
start of each run with values obtained from a single long run with a
low input voltage level. This assignment minimized the transient
“start-up” period in which accurate measurements could not be made.

.b' Accurate measurements of output power and phase shift of the
distorted output waveform required spectral analysis of the waveform
u.sing the discrete Fourier transform (D¥T). The set of unequally spaced
time samples produced by the solution algorithm were resampled

(requiring interpolation) to produce a block of 512 uniformly spaced

samples for the DFT,

c. Typical simulation runs were 40 to 60 ns long (40 to 60 input RF
cycles) with approximately 75 percent of this interval allowed for
output stabilization. Measurements were made over the final 10- to
15-ns segment of each run.

Figure 5 summarizes the measurements made during each simulation
run, including input power, Pi,; output power, P,; power drawn from the
collector supply, Ppc; and phase shift between the input and output
voltage waveforms, ¢. Lissajous’ patterns were obtained by plotting the
_V"“? versus Vi, waveforms. Although these patterns are useful qualitative
Indicators of the dynamic input-output behavior of the amplifier, accurate
measurements of power and phase shift at 1 GHz require spectral analysis
of .the output waveform. From the four basic quantities measured, power
gain and pc-to-RF efficiency were also computed as a function of input
power level.

The general operation of the class-C amplifier can be understood from
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Figure 6, which plots v versus v - [11], [12]. This diagram is divided

into three regions which are defined as follows:

80 4=

LOW INPUT
POWER LEVEL

REGION T

R

REGICN [: “QFF" EMITTER JUNCT!ON REVERSE BIASED

AND CCOLLECTOR JUNCTION REVERSE BIASED
REGION "ACTIVE" EMITTER JUNCTION FORWARD BIASED
AND COLLECTCR JUNCTION REVERSE BIASED
REGION Iit: “ON" EMITTER JUNCTION FORWARD BIASED
AND COLLECTOR JUNCTION FORWARD BIASED

Figure 6. The Three Regions of Transistor Operation
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a. Region I. Both the emitter and collector diodes are reverse
biased and the transistor is “off.”

b. Region II. The emitter diode is forward biased (vyr.v 18 positive)
and the collector diode is reverse biased. In this “active” region,
current source 7.y is active and a large fraction, aw, of this current is
drawn from the collector supply.

c. Region III. Both the emitter and collector diodes are forward
biased and the transistor is “on.” In this region, all current sources
in the model are active.

When the input sine wave is applied to the emitter of the grounded-base
configuration, this excitation causes an excursion of vy and w0, After
steady state is reached, these voltages will mave cyclically through twoe or
three of the regions in Figure 6. For class-C operation, the transistor
remains off for the positive excursions of the input sine wave. On the
negative part of the input cycle, the emitter diode conducts causing the
collector voltage to drop from its pc value of —28 V. With low levels of
input power, the collector voltage drop is small and operation remains in
region 11, As the input power level is increased, the collector voltage can
drop slightly below the base voltage and the transistor is fully on or
saturated. The excursion into region II1 can last for a relatively large
portion of the input RF cycle, resulting in an abrupt increase in phase
shift through the device. The transition {rom the “saturated” to the off
condition is accompanied by a large “backswing” in collector voltage
and an abrupt increase in output power delivered to the load. Maximum
DC-to-RF efficiency occurs approximately at the point of saturation.

This general description of transistor operation is illustrated by the
output waveforms and Lissajous’ patterns in Figure 7. Figures 7a and 7b
apply when the input power level of —9.8 dBW is insufficient to saturate
the tramsistor. A steady-state condition is reached after approximately
15 ns. Figure 7b shows the actual phase shift between input and output,
which can be estimated as approximately § = —32°,

Figure 7¢ shows vaeror and —Vous when the input power is increased to
—2.4 dBW. In this case, the amplifier requires about 15 ns (15 RF cycles)
to reach saturation. Prior to this point, vy swings (somewhat erratically)
478 V about the nominal value of —28 V. After reaching saturation,
both vyrer and Vou: shift abruptly to larger values. It should also be noted
that sustained saturation is accompanied by an additional phase shift of
approximately 90° in Vo

The phase diagram in Figure 7d indicates this abrupt shift in both
phase and amplitude of Fou: This diagram, which is inclined in one
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direction below saturation, changes to a totally different inclination when
the amplifier saturates, and the peak-to-peak amplitude of V,,. increases.
Distortion in the output waveform is also evident during one-half of the
output cycle. The change in phase can be estimated from Figure 7d by
noting that the relative phasing between output and input is approximately
—30° below saturation; it changes to approximately —150° when satura-
tion is reached. The transition does not occur instantly, but lasts for ap-
proximately 5 RF cycles (5 ns}.*

Results from a third example are shown in Figures 7e and 7f, in which
the input level is sufficiently high {0 dBW) to produce a saturated condition
almost immediately after application of the input signal. Even this case
has a short (5-ns) transient period during which the output increases to its
final Yalue. A low-frequency amplitude modulation appears on the peak
negative excursions of the ..., probably due to the long time constant

of the biasing elements in the circuit. Table 2 summarizes the measurements
from these three simulation runs.

TABLE 2. SUMMARY OF SIMULATION RUNS SHOWN IN FIGURE 7

Figure
Parameter
(a,b) {c,d) (e.f)
Vin (peak ¥) 2.82 4.5 5.6
P (dBW) -0.8 2.43 0
Puuy (at fundamental) (dBW) —6.09 4.5 4.5
Power Gain (dB) 3.8 6.9 4'6
Ppc (W) 5.1 7.8 10.6
Average collector Current (mA) 180 280 380
Efficiency {¢7) 6.5 36 26
Phase Shift (deg) —-32 —153 —161

A series of runs similar to those shown in Figure 7 was made to obtain
a complete characterization of the amplifier. The results in Figure 8 show
power output (left scale) and efficiency (right scale) versus input power
level.. The power output rises abruptly at an input level of —3 dBW and
maximum DC-to-RF conversion efficiency occurs at this input level.

Figure 9 contains the aM/aM and aM,/PM characieristics obtained from

*This t_ransiem time has not been measured accurately but can be observed as
the Lissajous pattern is plotted on the crT.
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the computer simulations. An amplifier of this type would be operated
“overdriven,” that is, at an input drive Ievel 3 to 6 dB above the point that
just produces maximum output. In this region, the AM/PM conversion
coefficient is 5°/dB. A decrease in drive level to 0 dB relative to saturation
(operation at the point of saturation) results in a doubled AM/PM coefficient,
10°/dB, which doubles again to 20°/dB for an additional 1-dB decrease
in drive level.

The computer simulation model of the class-C amplifier gives consistent
and repeatable results which are characteristic of devices of this type. For
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class-C operation, the amplifier is completely off (draws no current from
the collector supply) until an RF signal is applied. For very small input
signal levels, a small output is produced but with little or no gain. In this
region, efficiency is also low. As the input is increased, gain, efficiency, and
RF output increase abruptly and the amplifier produces several watts
output with an approximate 7-dB power gain. In the present model, this
abrupt change coincides with the point of transistor saturation, at which
the RF output voltage experiences an additional phase shift greater than
90°.

The vy-.» waveforms in Figures 7a, 7c, and 7e reveal that the collector-
to-emitter breakdown-voltage rating of a real transistor is probably being
exceeded in the simulation model by the large backswing that occurs when
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the transistor is turned off. This same observation can be drawn from
Bailey’s [11] results for a high-power transistor modeled at a 50-MHz
frequency that exhibited a peak-collector-voltage excursion approxi-
mately five times the supply voltage (to 123 V when Vg = 24 V). The
results obtained tend to agree with Bailey’s; however, microwave tran-
sistors may not be able to tolerate these high-voltage swings. Initial
attempts to include the avalanche breakdown behavior in the simulation
model have been unsuccessful. This area requires further investigation.

Comparison of simulation results to measured resnlts

Laboratory measurements* on an L-band class-C transistor amplifier,
as shown in Figures 10 and 11, can be compared with the characteristics
derived from the computer simulation model. Figure 10 shows the meas-
ured AM/PM conversion coefficient in deg/dB versus input power level.
Figure 11 gives both relative output power versus input power and phase
shift versus input power for the simulation and laboratory-measured
results, as well as additional reported data from Reference 13.
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Figure 10. Measured AM/PM Conversion vs Relative Input Power for the
30-W L-Band Class-C Transistor Amplifier

The maximum measured power from the laboratory amplifier was
+17.5 dBW (56 W), which was obtained for an input level of +14 dBm

*The Laberatory measurements on

a 50-W L-band amplifier were taken b
D. Weinreich of COMSAT Labs. d
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(25 mW) and remained constant as the input level increased. The nominal
input level to the amplifier is +18.5 dBm (70 mW) so that the amplifier
is normally operated at an input level 4.5 dB above the input that produces
maximum power output. In this region, the aM/PM conversion is relatively
small (approximately 5°/dB). As the input level to the amplifier is re-
duced, the AM/PM conversion increases to 10°/dB at 0-dB backofl and
30°/dB at —2-dB input backofl. For input power levels from —2-dB to
+8-dB input backoff, the results obtained from the computer model and
the laboratory-measured results agree closely. However, for —3-dB input
backofl (input power reduced 7.5 dB below the nominal operating point),
the measured output power decreases much more rapidly than the com-
puter model predicts. The actual amplifier no longer produces an output,
so that it is impossible to measure the AM/PM conversion coefficient in
this region. .

When the simulation results are compared with the measurements, it
should be recognized that the computer model is only a single transistor
stage, whereas the actual amplifier contains several driver stages and four
paralleled class-C output stages. Thus, the real amplifier is far more com-
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plex. Despite the significant differences between the two devices, the
measured verification of the simulation model is encouraging.

Piseussion of the simulation model

This technique for modeling nonlinearities has given results that agree
reasonably well with laboratory measurements on similar devices. The
general behavior of the class-C transistor amplifier, i.c., abrupt amplitude
saturation accompanied by a large phase shift, is predicted by the simula-
tion model. The aM/aM and AM/PM characteristics derived from the model
are therefore useful in time-domain simulation models. Additional
simulation efforts are needed with models of this type to characterize
the memory effect in a form that is suitable for time-domain channel
simulations. One approach may be to replace the static am/aM and
AM/PM tables with a more complex representation based on first, and
possibly higher-order, derivatives of the envelope and phase of the input
RF signals. The relations for these more complex models would be obtained
from measurements made on the microscopic model.

Application of the model

The memoryless nonlinear characteristics measured with the model
(summarized in Figure 11) were uwsed in the cHAMP [2] time-domain
simulation program to investigate the spectral regrowth experienced by
filtered digitally modulated signals passed through the amplifier. F igure {2
shows the simulation model. A uniform random number generator is used
to apply random =1 modulation to either a conventional QpsK generator,
an offset Qpsk generator [14], or an MsK [15] generator. An arbitrary
sampling rate, fi, was selected as 1,024 Hz for the simulation, and each
quaternary symbol was represented by 16 discrete samples. Thus, the
symbol rate, R,, for all three modulation formats was 64 symbol/s, or the
binary rate was 128 bit/s,

The transmitted signals were passed through a transmitter filter con-
sisting of a perfectly equalized 4-pole Butterworth filter with a total 3-dB
bandwidth, B;, and a symbol duration, T,. The bandwidth of this filter
was selected to give By/R, = BT, = 1.5 or 1.2, Spectra were obtained
before and after the filter as references.

The simulated signal was scaled to have a transmitter power Pr = | W
(dBW), and the filter was scaled to have unity gain at its center frequency.
The power out of the filter, Pr, was measured and this signal was ampli-
fied, as necessary, to produce the correct drive level to the simulated
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nonlinearity. The nonlinearity* was similarly scaled to produce 1 W
out for I W in at the point of saturation. Two operating points were
used in the simulations: Py, = 0 dBW (amplifier just saturated), and
Pw = +3 dBW (amplifier overdriven by 3 dB}. The latter condition
is more representative of the drive level that would be used with a class-C
amplifier.

Each simulation consisted of the transmission of 1,024 random symbols
{16,384 samples). Discrete spectral analysis used the DFT of blocks con-
taining 512 complex samples giving a frequency resolution of 2 Hz, To
allow for filter buiidup, the first block in each run was not used in the
spectral analysis so that the spectra represent an average over 31 blocks of
simulated data.

Inaccuracies can occur in using this method of estimating the spectra of
randomly modulated signals due to the following phenomena:

a. Aliasing which generally causes the simulated spectra to be 3 dB
too large at frequencies =-0.5f, (at 4512 in this case).

b. Errors due to the random moduiation, which is reduced in this
case by averaging 31 separate spectra.

c. Errors in the DFT calculations when single-precision floating-
point arithmetic is used. These errors tend to accumulate when
multiple spectra are averaged and produce a *noise floor” approxi-
mately 50 or 60 dB down from the peak of the spectra, where the
levels have no meaning.

Because of these sources of errors, the simulated spectra are accurate
over only about half of the total range, 4512 Hz. This range of 1-256 Hz
corresponds to =44 times the symbol rate, which is the region of primary
interest in most applications.

Figure 13 contains the simulation results. The original spectra for
conventional QpsKk are given in Figure 13a, followed by offset QpsK in
Figure 13b, and MsK in Figure 13c. In each set of spectra, results for the
relatively wide filter (8,7, = 1.5) are shown in the center, and those for
the narrower filter (B;T, = 1.2) at the right. The overlaid results at the
center and the right of each set show the spectra out of the nonlinear
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amplifier for 0 and 3-dB input backoffs, as marked, along with the origi-
nally filtered spectra.

The spectra measured directly out of the transmitters exhibit the
characteristic 1/f* and 1/f* shapes of QPSK and MsK, respectively. If these
signals are then filtered, the resulting spectral densities assume the shape
of the filter characteristic. With tight filtering (8,7, = 1.2) the original
sidelobes can be attenuated considerably, After filtering, the envelope of
the signals will no longer be constant, and conventional gpsk will exhibit
relatively deep envelope nulls when 180° phase transitions occur in the
modulated signal. The filtered offset QPSK and msk signals will also ex-
hibit envelope fluctuations after filtering; however, these fluctuations would
not be as severe as with conventional QPSK.,

When these filtered signals are passed through an abrupt amplitude non-
linearity, the envelope fluctuations are compressed and the spectral
density is increased at frequencies removed from the carrier. Basically,
the spectra tend to revert to their original unfiltered form, a phenomenon
[16] referred to as “‘sideband regrowth™ or “spectral spreading.” Ampli-
tude to phase (aM/PM) nonlinearities can likewise convert the relatively
rapid envelope fluctuations of the filtered signals into rapid phase fluctua-
tions, which also increase the outlying spectra density levels. The net
result is that the nonlinearity tends to cancel the filtering that was per-
formed at the transmitter to limit out-of-band emission levels and prevent
adjacent channel interference.

The results in Figure 13 show the spectra regrowth for typical filtering
at the transmitter and for two conditions of input backoff to the class-C
amplifier. The spreading is somewhat larger for conventional gpsk than
for the other two modulation techniques. For all of the modulation
techniques, the spectra are highly sensitive to the drive level to the ampli-
fier. This would be expected, for unless the amplifier is overdriven, the
input envelope fluctuations tranverse the steepest part of both the AM/AM
and AM/PM nonlinearities.

A more quantitiative comparison of the results in Figure 13 is given in
the integrated spectral densities in Figure 14. The power spectral density
curves, shown in Figure 13, were numerically integrated over a frequency
span, B, centered at the nominal frequency, f., of the signal, This band-
width was varied over the limits of the discrete spectra, i.e., from R,/8
to 16R, in steps of R./8. The resulting cumulative power distribution
curves are useful for accurately determining the fraction of sidelobe or
mainlobe power that lies outside of, or within a specified frequency range.
For the cases of primary interest, spectral regrowth due to the transistor
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amplifier and the percentage of power lying outside of bandwidth B have
been plotted as a function of the normalized ratio B/R,, as shown in
Figure 14. These plots have been ordered so that each plot (or group)
displays the comparison between the three modulation types at a particular
point in the simulated channel (modulation-filter-amplifier).

Figure 14 shows that msk has the least susceptibility to the spectral
regrowth phenomena, followed by offset QpsK and then QPSK. Over the
range of parametric variations that were run (two amplifier backoffs and
two filter B.T, products), the sidelobe levels of MsK were roughly compa-
rable to, and in some cases lower than offset Gpsk, even though initially
Msk has a 50-percent wider mainlobe. Conventional QPsk is severely
affected by the nonlinear amplifier. For the case of 0-dB backoff and a
filter BT, product of 1.5, the sidelobe levels of QPsK are regencrated to
higher levels than those that existed at the output of the modulator.

A final comparison of the simulation results to the laboratory measure-
ments is given in Figure 15. The laboratory results were obtained with an

SFECTRA OUT OF CLASS-C TRANSISTOR AMPLIFIER

OUTPUT OF AMPLIFIER
COMPUTER SIMULATION

-d0
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—40
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Figure 15. Comparison of Measured and Simulated Spectra from the
Class-C Amplifier
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offset QPsK modem with a symbol rate of 153.4 ksymbol/s. The transmit
filter was a 4-pole Bessel filter with a relatively wide bandwidth (BT, = 2.0).
With this filter, the spectrum into the 50-W amplifier retains the charac-
teristic lobes of the QpsK spectra except that the first sidelobes are approxi-
mately 20 dB below the spectral peak, and the second sidelobes are more
than 40 dB below the peak. These same conditions were used in the com-
puter simulation, and the simulated spectra agree closely with the lab-
oratory measurements over the range =3R,.

Conclusions

The overall goal of this work was to characterize the major nonlinearities
of a class-C transistor ampliifier operating at microwave frequencies. Since
this device is a candidate for use in futuore communications satellite earth
stations and may also be applied to future satellite transponders, its non-
linear behavior could significantly impact the choice of digital modulation
techniques in systems that utilize these amplifiers.

This work has included the steps of microscopic device and circuit
modeling, simulation at the microscopic level to measure the device
AM/AM and AM/PM characteristics, and the utilization of these charac-
teristics in existing time/frequency-domain complex-envelope simulation
programs. The latter simulations allow the investigation of the impairments
to digital transmission caused by this particular nonlinear amplifier.

Although the motivation for this work was the need to characterize a
particular type of nonlinearity, an equally important goal has been to gain
experience and confidence with a problem-solving technique. Many
circuit analysis programs [12], which are in widespread use, handle non-
linear circuit elements. Similarly, solution algorithms for nonlinear state-
variable equations are available as standard software routines. Combining
these two techniques yields a powerful tool for device analysis and simu-
lation. Different approaches to this type of problem have been outlined
and compared [17]; however, the simulation approach appears to be much
more practical than the more analytically oriented approaches, and offers
invaluable physical insight.

Subsequent comparisons of the computer simulation results with lab-
oratory measurements on a similar, but more complex, L-band class-C
transistor amplifier showed good agreement; these comparisons validate
the simulation model.

In the future, these microscopic simulation models should prove useful
in developing more realistic and accurate complex-envelope (macroscopic)
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models of nonlinearities with memory. Such models can then be incor-
porated into communications channel simulation programs, such as
CHAMP, to study impairments to digital transmission over these channels.
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Experimental study of cross
polarization of feed horn clusters

P. NEYRET
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Absiract

The polarization properties of open-ended waveguide feeds of square and
circular cross section have been investigated experimentally. Effects of mutual
coupling among closely spaced feeds on polarization isolation in the field of
view of the reflector surface have been measured as a function of feed type,
dimension, spacings, and frequency. Measurement results presented in this
paper indicate that the best polarization performance is obtained with circular
apertures having a diameter of one wavelength or more.

Introduction

A satellite antenna for frequency reuse by spatial and polarization isola-
tion typically consists of an offset parabolic reflector fed by an array of
feed horns. Tradeoffs among beam shaping, low sidelobes, size, weight,
design complexity, and cost usually result in a planar array of identical
feed horns as a preferred solution [1], [2]. Each feed typically has an aper-
ture size of approximately one wavelength and radiates a beam inter-
cepting the reflector approximately at its —3-dB co-polarization level.

If the polarization characteristics of the feed element determined in the
array environment (with all elements match-terminated) approximate
those of the Huygen’s source, then the antenna will be virtually free of
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cross polarization [3], [4]. Since no simple model accurately predicts the
cross-polarized radiation characteristics of an array of small horn-type
elements, an experimental investigation was undertaken to compare their
polarization properties.

This paper describes the results of an experimental study of circularly
polarized feed horns of square and circular cross section. Included are
data for a single feed horn, a 2-element array of feeds, and an hexagonal
array of seven feed horns. The feed horn aperture dimensions range from
0.7x to 1.4,

Measurement proeedure

Measurements were performed in an anechoic chamber over the
frequency range of 5.925-6.425 GHz, The horn under test was mounted
on a 3-axis positioner and connected to a crystal detector through a
high-quality polarizer (axial ratio less than 0.1 dB across the band),
orthomode transducer (omT), and isolator. Figure 1 shows the coordinate
system for the measurements as well as the waveguide hardware. The
source assembly consisted of a horn and a polarizer assembly that could
create an arbitrary polarization state by means of rotatable cascaded
quarter- and half-wave polarizers as described in Reference 5. This arrange-
ment was tuned to maintain less than 0.1-dB residual ellipticity of the
circularly polarized field incident on the antenna under test. Radiation

ABSORBER

WAVEGUIDE
DETECTOR

ISOLATOR

POLARIZER

ABSCRBER SHEATH
{USED FOR SOME TESTS)

Figure 1. Coordinate System and Horn Under Test

g O I ey

CROSS POLARIZATION OF FEED HORN CLUSTERS 497

pattern cuts and swept frequency measurements were performed. In all
cases the co-polarized level on beam peak was taken as the 0-dB reference.

Single feed horn performance

Measurements were performed on four types of feed horns: a square
wavegtide 5,13 cm on a side, a circular 3.49-cm-diameter waveguide, a
circular waveguide 4.83 cm on a side, and a 6.45-cm-diameter Potter
horn [6]. The first three configurations are simple open-ended waveguide
radiators with step transitions from the aperture opening down to the
3.49-cm waveguide size used for the omT, The dual mode {Potter horn)
dimensions [7] are shown in Figure 2.

= B.66 oM —m

|
L [k I .

Figure 2. Potter Horn Feed (sectional view)

Pattern cuts as a function of polar angle 4 for discrete values of ¢
measured with the 5.13-cm square waveguide showed a high level of cross
polarization, reaching a value of —22 dB along the —3-dB co-polariza-
tion contour (Figure 3). A pattern measured with the 3.49-cm circular
feed is shown in Figure 4. Although this antenna had better cross-polariza-
tion performance, the co-polarization patterns had very irregular fre-
quency-dependent shapes which would not be predicted by Chu’s equa-
tions [8] and which could be attributed to currents flowing on the external
wall of the horn because of the broad radiation pattern, Measurements
performed with the horn’s external wall covered by an absorber sheath
confirmed this hypothesis, resulting in patterns which coincided almost
exactly with calculated patterns.

Patterns measured with the 4.83-cm circular waveguide showed only
slight co-polarization pattern irregularities and low cross-polarization
levels (Figure 5). Again, an absorber sheath restored good co-polariza-
tion patterns, and the cross-polarization levels became very low (Figure 6),
actually better than predicted by Chu’s equations.

A possible explanation of this phenomenon is a slight excitation in the
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6-d8 BW = 72°

-10 g8

COPOLARIZATION

_20 9B CROSS POLARIZATION

—30 4B

ANGLE

Figure 3. Field Patterns of a Single 5.13-cm Square Waveguide Feed

aperture plane of the TM,, mode, still below cutoff within the waveguide.
It is well known that the presence of an approximately 14-percent TMy;
mode phased properly with the TE;; mode can produce very low cross
polarization. This radiator is known as a Potter horn, A measured pattern
for a Potter horn, shown in Figure 7, illustrates the excellent polarization
properties of this antenna, However, the bandwidth of this horn is limited
by the phasing requirements for the TE;; and TM;; modes,

CROSS POLARIZATION OF FEED HORN CLUSTERS
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1dB BW = 5g°

B-dB BW = 970

—-10 dBp
COPOLARIZATION

-2 oB-

CROSS POLARIZATION

%0 o8 /Y

ANGLE

Figure 4. Field Parterns of a 3.49-cm Circular Waveguide Feed
(f = 6000 MHz, withou! absorber)

Two-element array

A series of measurements as a function of element spacing was per-
formed on an assembly of two identical feed horns. One feed horn was
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10 98 COPOLARIZATION

—20 dB -

CROSS POLARIZATION

—30 dB

Figure 5. Field Patterns of a 4.83-cm Circular Waveguide Feed

(f = 6100 MHz, without absorber)

connected to the detector and the other was terminated in a matched
load. A comparison of these data with those measured for the single
element illustrates the mutual coupling effects. Figures 8-10 illustrate
this comparison for three horn types and an element spacing of 5.72 cm.
Data for an array of two Potter horns are not shown because of their low

cross polarization and relative insensitivity to coupling.
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3dB Bw=pgnr

6-dB Bw = §2°

-10 dB
COPOLARIZATION

—20 dB

T

—-30 dB

Figure 6. Field Patterns of a 4.83-cm Circular Waveguide Feed

{f = 6100 MHz, with absorber)

The hexagonal array

A hexagonal array of seven feed horns consisting of a center element and
six symmetrically dispersed elements was constructed and evaluated. The
center element was connected to the detector and the six outer elements
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3dB Bw = 48°

6-dB BW = 69°

—10 dB |-

COPOLARIZATION

—20 dB

-30 dB | -

CROSS POLARIZATION

Figure 7, Field Parterns of a Potier Horn (f = 6100 MHz)

were connccted to matched terminations. The assemblies are shown in
Figure 11. Figure 12a shows the cross-polarization contours for the
3.49-cm circular horn, and Figure 12b shows those for the Potter hern
measured in the hexagonal array. The element spacings are 5.72 cm and
7.16 cm, respectively. Some typical radiation pattern cuts for the 3.40-cm-
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a. Single Feed h. In the Presence of an Adjacent Feed

Figure 8. Cross-Polarization Contours for a 5.13-cm Square Feed
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Figure 10. Cross-Polarization Contours for a 4.83-cm Circular Diameter Feed
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diameter horn, the 4.83-cm-diameter horn, and the Potter horn are shown
in Figures 13-15, respectively.

T

3-dB BW = 68°

6-dB BW =102°

COPOLARIZATION

—-1¢ =2

N
\
4

CHQSS POLARIZATION

/

Figure 11. Hexagonal Clusters of 4.83-cm-Diameter Circular Waveguide
and Potter Feed Horns

IARA w*

Figure 13. Hexagonal Cluster of 3.49-cm Circular Waveguide

N .
(spacing = 3.81 cm, f = 6175 MHz)

: \_';‘n-\ J
}:f ":‘g"{"&\( ‘f

ANGLE

Figures 16 and 17, which show worst case cross-polarization data within
the —3-dB co-polarization contour based on swept frequency measure-
ments for hexagonal clusters of the three types of feeds and for various
element spacings, S, also include the single element data for comparison.

a. 3.49-em Circular Waveguide b. Potter Horn Spacing = 7.16 cm
Spacing = 3.72 em

Figure 12. Cross-Polarization Contowrs of a Feed in a Hexagonal Cluster
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348 BW =53°

/ 608 BW = B0°

COPOLARIZATION

—-10 dB

CROSS POLARIZATION

—-20 dB

ANGLE

Figure 14. Hexagonal Cluster of 4.83-cm Circular Waveguide
{(spacing = 5.08 cm, f = 6100 MHz)

For the Potter horn, an anomaly in the cross-polarization levels occurs
at a frequency of 6.225 GHz. Figure 18, which plots the worst case cross-
polarization level within the —1.25-dB contour, illustrates this anomaly.
It has been noted that 6.225 GHz is the cut-off frequency of the TE; mode
in the Potter horn. The performance anomaly may be related to the excita-
tion of this mode by a mutual coupling effect.

e e e e e e =
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Figure 15. Hexagonal Cluster of Potter Horns
(spacing = 8.16 cm, f = 6100 MHz)
Conelusion

The results of this experimental study provide guidelines for the choice
of a feed array for shaped beam antennas with dual circular polarization.
The better polarization isolation performance of circular as opposed to
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Figure 16. Worst Cross-Polarization Level within the — 3-dB Co-polarization
Contour of a 3.49-cm Circular Waveguide Feed Hexagonal Cluster
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Figure 17. Worst Cross-Polarization Level within the — 3-dB Co-polarization
Contour of a 4.83-cm Circular Waveguide Feed Hexagonal Cluster

square apertures has been established for feed elements with an aperture
size of approximately one wavelength, corresponding to the design gener-
ally preferred for beam shaping. Although smaller square apertures have
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Figure 18. Worst Cross-Polarization Level within the — 1.25-dB
Co-polarization Contour of a Potter Feed Hexagonal Cluster

not been investigated, their broad radiation patterns, similar to that of a
smaller circular aperture, could result in strong scattering degradation
when used in an array. Potter horns are relatively insensitive to scattering
and offer a useful solution over limited bandwidths. However, the occur-
rence of a pattern distortion at the cutoff frequency of the TE; mode may
result in a bandwidth limitation and requires further study. When large
bandwidths are required, circular apertures with a diameter of approxi-
mately one wavelength yield acceptable polarization performance with a
fairly simple feed horn geometry.
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A developmental program of satellite
data collection

G, Forcina, K. MaANNING, aAND K. SINGH
(Manuscript received June 23, 1978)

Abstract

The results of a developmental data collection system designed, implemented,
and operated by CoMsatT GENERAL are discussed. The objective of this experi-
ment, which was initiated on October 28, 1977, and completed on June 19, 1978,
was to demonstrate that this unique service using low bit rates and low-cost
terminals can be incorperated into existing commercial communications satel-
lites operating at C-band (4/6 GHz).

The system consists of 13 speciaily designed data collection platforms (pDcps)
transmitting environmental data to Telesat’s Anik I satellite, which relays the
data to ComsaT GENERAL's Southbury earth station, Two platforms were located
in Canada and 11 in the U.S. at data collection sites instrumented and operated
by the United States Geological Survey (usas). The U.S. pce data received at
Southbury are processed and transmitted via telephone line both upon request
and automatically to designated uscs offices. Telesat also participated in the
program with an earth station located close to Ottawa and capable of performing
basically the same functions as the Southbury earth station. During the eight
months of operation, the system performed well, and all the program objectives
were met.

Introduction

In the past few years, considerable effort has been directed toward data
collection via satellite. In the U.S., Nasa and Noaa demonstrated the

421
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feasibility of remote monitoring via both low-orbit and geosynchronous
satellites carrying a dedicated data collection package. The up-link
frequency was in the 400-MHz band, and the spacecraft telemetry carrier
was used for the down-link, After extensive studies and market surveys,
ComsaT GENERAL determined that a data collection system using existing
4/6-GHz geostationary communications satellites would offer both
technical and nontechnical advantages.

Interest in this type of application was shared by Canada’s Telesat and
the uUsGs. CoMSAT GENERAL and the UsGs agreed to conduct an experi-
mental program using part of a transponder of one of Telesat’s Anik
satellites and specially designed DCPs to collect environmental data from
13 points. The major objectives were to demonstrate that data could be
collected from remote hydrological sensor sites, transmitted via an existing
commercial communications satellite, and received at a central location
by using relatively inexpensive remote terminals. The program was
designed to avoid interference with the terrestrial microwave network and
existing satellite systems using the same frequencies. Operation began on
October 28, 1977, and performance has been evaluated through June 19,
1978. This paper describes the system, its major components, and the
evaluation.

Sysiem description

Figure 1 is a block diagram of the developmental data collection system.
Each pcP transmits data acquired from its associated hydrological sensor
in short (~250-ms) bursts. Since the bursts originating from the DCPs are
not synchronized, the access method is random. The number of DcPs
operating on the same frequency for a fully loaded system varies from two
to three hundred depending upon the reliability of message reception
required.

The pcps are small transmit-only terminals powered by a rechargeable
battery and equipped with a 1.2-m antenna, solid-state RF amplifier,
modulator, and microprocessor. These terminals, which perform auto-
matic data acquisition and unattended transmission, accept data from
special hydrological sensors and are easily adaptable to other types of
sensors. The sensor outputs are sampled at one of three constant selectable
sampling rates. After the data are acquired from the sensors, they are
formatted into a message and transmitted to the sateilite in a burst mode.
All the platforms transmit at the same frequency with no synchronization
among the transmitted bursts; therefore, mutual interference may occur.
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Figure 1. Developmental Remote Monitoring System

However, the transmitter duty ratio is sufficiently low to yield a small
probability of mutual interference. This probability is further decreased
because the platforms can transmit the same message twice. In addition,
transmitted messages have an error detection code to prevent the accept-
ance of erroneous messages due to thermal noise or mutual interference,

Figure 2 shows a typical usGs monitoring station and pce. Eleven
UsSGS measuring stations, which are equipped with Dcps, are located in
three different regions of the U.S.: southern Oregon (five sites), Penn-
sylvania (five sites), and Virginia (one site). Two pcps have also been in-
stalled in Canada for use by Telesat. The satellite used in the program is
Telesat Anik I located in geostationary orbit at 104°W longitude.

ComsaT GENERAL's Southbury earth station is the central receive
station for the U.S. pcps. A Canadian station located at Shirley’s Bay,
Ontario, receives data from the Telesat bcPs and serves as a backup to the
CoMsAT station. Special data collection receive equipment (Dcre) devel-
oped by ComsaT Laboratories permits each station to receive data from
all the pcPs in use,

The data dissemination network, which is part of the data collection
system, distributes the data received at the two earth stations to the users.
Figure 3 shows the configuration of the data dissemination network. The
minicomputer {or communication processor (Cp)] and its peripherals



SATELLITE DATA COLLECTION 425
424 COMSAT TECHNICAL REVIEW VOLUME 8 NUMBER 2, FALL 1978

et i

T16-BAUD
1Ty

/
TELEPHONE LINE —=--a [ 11OBAMD

COMSAT GENERAL

MONITOR MODEM
PANEL M CORP. HQ
(which are a part of the DCRE) are shown for both receive earth stations, — USERS EQUIPMENT
Basically, the data are delivered at two speeds:

a. 4,800-baud synchronous line either for automatic data transfer
into the Reston IBM 370 computer or for data retrieval operations
from two UsGs district offices equipped with IBM 2780 terminals
(or equivalent machines),

b. 110-baud synchronous line for “quick look™ data retrieval from
small portable terminals.

The usGs Pennsylvania and Oregon district offices are each equipped
with a terminal equivalent to an IBM 2780 work station. These termiqals
can initiate the data request procedure after the telephone connection
with the cp is established. (The user dials the telephone number of the
earth station modem.) The third data access point is the UsGs Headquarters
in Reston, Virginia, which is equipped with an IBM 370/155 computer.
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Figure 3. Block Diagram of Data Dissemination Network

into the Reston computer is automatically performed by the processor.
If the Southbury station fails, the user calls the Canadian processor.
Upon restoration of operation in Southbury, the missed portions of the
data are transferred to the local disc unit from the Canadian disc recorder
via the 4,800-baud modem and a dial-up telephone connection. In a
similar manner, the Canadian earth station can obtain data from South-
bury, The mini-computer data files can also be accessed by a remote
teletype via a dial-up telephone line and an asychronous 110-baud modem.

. This type of access, which is being used routinely by the Canadian users
In this case, the data request is forwarded to the cP by one of the two and occasionally by the USGs, is also used by CoMsaT GENErAL Head-

IBM 2780s or by a remote teletype. The processor then establishes a quarters in Washington, D.C,, to request the system status report from
telephone connection with Reston and delivers the requested data. In the cp.

addition to this type of data delivery, a periodic data dump operation
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Technical characiteristics

Table 1 is the system technical summary, and Table 2 gives the pce
carrier link budget for the Southbury and Canadian receive earth stations.
The accuracy of the measured carrier-to-noise density (C/N,) ratios listed
in Table 3 for all pces is expected to be within +1 dB. The C/N, for
peps 4, 7, 8, and 10 is within 1.6 dB of the theoretical value. The varia-
tions are due to different pointing errors and/or obstructions in the path,
However, the carrier-to-noise (C/N) ratio of all pCP carriers is higher
than the minimum required value of 46 dB-Hz.

For simplicity of implementation and low sensitivity to short-term

TaBLE 1. DATA COLLECTION SYsSTEM TECHNICAL SUMMARY

Number of DCPs
DCP Input Data

Sensor Sampling Rate
Message Transmission Rate

Redundant Message Transmission

DCP Transmitter Power
DCP Antenna Diameter
elr.p.
Modulation
Spectrum Bandwidth
Transmit Frequency
Type of Transmission
Burst Duration
Information Bits per Message
Overhead Bits per Message
Bit Rate
Bit Rate Accuracy
Receive Antenna G/T

U.S. Station

Canadian Station
Regquired DCP Carrier C/ N,
System Bit Error Rate
Link Matgin

U.S. Station

Canadian Station
Parity Check Code
Probability of Mutual Message
Interference

13

64 bits of digital input data or 8 analog
inputs (8-bit encoding) or combinations
thereof

15, 30, or 60 min

1, 2, or 4 messages/hr

optional

700 mW (minimum)

1.2m

33.5 dBW (minimum)

binary, FSK {Af = +750 Hz)

3 kHz

5950 MHz (5970.5 MHz alternative)
birst mode

244 ms

64

180

1 kbit/s

104

29.8 dB/K

260 dB/K

46 dB-Hz (minimum)
10—% (maximuom)

59 dB
3.4 dB
CRC-16 (error detection)

1 percent {maximun)
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TasLE 2. DCP CarriEr LINK BUDGET
Parameters U.8, Canada
Up-Link
DCP Transmit e.i.r.p. {dBW) 33.5 33.5
Allowed Antenna Pointing Loss (dB) 1.5 1.5
Free Space Loss 199.5 199.5
Satellite G/T (dB/K) —5.0 5.0
Saturation Flux Density (dBW/m?) —82.0* —-82.0
C/T (dBW/K) ~172.5 —-172.
Input Backoff (dB) 48,5 48.5
Output Backoff (dB) 43.3 43.3
Down-Link

Saturated Satellite e.i.c.p. (ABW) 35.5 36.1
Carrier Down-Link e.i.r.p. (dBW) —7.8 7.2
Free Space Loss (dB) 195.8 195.9
Receive Antenna Pointing Loss (dB) 1.0 1.0
Receive Antenna G/T (dB/K) 29.8 26.0
C/T (dBW/K) —174.8 —178.1
System Total C/T (dBW/K) —-176.7 —-179.2
Total C/N, {(dB-Hz) 51.9 49.4
Required C/N, {(dB-Hz) 46,0 46.0
Margin {(dB) 5.9 3.4

e e e s et

*The coverage contours of the Telesat Anik satellite are essentially the same for both
the Oregon and Pennsylvania regions.

TasLE 3. MEASURED DCP C/N, AT

SoUTHBURY RECEIVE STATION*

Location DCP No. C/N, (dB-Hz)

Oregon 1 49.3
2 45.3

3 46.8

4 50.2

5 47.8

Reston 6 47.8
Pennsylvania 7 50.3
8 50.3

9 47.3

10 50.3

11 49,3

Canada 12 49.3
13 49.3

*The system required minimum C/N, is 46 dB-Hz.
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frequency jitter, binary Fsk was chosen as the modulation scheme. A peak
frequency deviation (Af) of 750 Hz was selected because of computer
simulations performed at Comsat Laboratories, which essentially opti-
mize for best error rate performance. The resulting modulation index is
1.5 for a 1-kbit/s transmission rate, resulting in a signal spectrum of about
3 kHz. The specified bit error rate performance is 105 at 46 dB-Hz.
Figure 4 shows the results of a bit error rate test with the pce and the
receive station FSK demodulator connected in a satellite link configuration.
The theoretical performance curve for noncoherent FsK is also plotted for
reference,

The structure of the transmitted message is shown in Figure 5, The
100-ms carrier acquisition preamble is required for a low probability of
missed carrier frequency acquisition (10 at C/N = 44 dB-Hz). The
unique word bit is a 15-bit maximum length sequence that provides a
“start of message” reference. The 2-bit sampling rate code contains infor-
mation on the selected sampling rate (15, 30, or 60 min), and the 1-bit
repetition code distinguishes the original transmission from the repetition.
This information is used in the minicomputer to eliminate redundancy in
the data stored on disc and later transmitted to the customer. The 64-bit
sensor data block is a combination of water level data (digital sensor) and
water quality data (analog sensor digitally encoded by the nDce), Water
level information is composed of 16-bit blocks (one for each sensor) corre-
sponding to a reading from 00.00 to 99.99 ft encoded in binary coded
decimal (BcD) format. The analog inputs and DCP battery voltage are
encoded in an 8-bit binary word. The type CRC-16 parity code, with
1 4+ x* 4 x5 -+ x!% as a generator polynomial, can detect error bursts up
to 16 bits.

The probability of mutual message interference is about 1 percent in
the worst case with all 13 DCPs transmitting every 15 minutes in a single
transmission mode.

Data collection platform

The system provides a C-band communications link between remote
data collection devices and the satellite ground receive station. The pcp
accepts both analog and digital hydrological data, which are encoded,
properly formatted, and transmitted at predetermined intervals. All
internal functions and interfaces are microprocessor controlled. The pcp
installation consists of five major components: antenna, mast electronics,
DCP baseband/IF assembly, battery pack assembly, and interconnection
assembly. Figure 6 is a block diagram of the Dcp.
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MEASURED PERFORMANCE

THEORETICAL
PERFORMANCE

BIT ERROR RATE
5]
o

107 — 1
a1 42 43 a4 45 46 47

CARRIER-TO-NOISE DENSITY RATIO, C/Ng {dB-Hz)

Figure 4. Simulated System Performance, BER vs C/N., (noncoherent FSK
modulation)

Figure 7 shows the DCP system configuration; the technical character-
istics are listed in Table 4. The antenna is a [.2-m parabolic dish mounted
on a steel, self-supporting, triangular, gusseted tower. The antenna and
feed are covered with a radome and the internal perimeter of the antenna
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Figure 7. DCP System
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o

is lined with RF absorbent material to reduce sidelobe radiation. The mast
electronics consists of two packages: the phase-locked oscillator multi-
plier (pLOM) assembly, which is directly attached to the antenna waveguide
feed, and the pLOM regulator assembly, which is attached to the antenna
bracket and supplies bc power to the PLOM.

The baseband/1r assembly is packaged in an environmentally sealed
canister and performs the interface, message formatting, and modulation
functions. The battery pack assembly contains two 12-V, 20-Ah sealed
rechargeable batteries configured to supply +24 VDC, and the interface
assembly is used to connect the baseband/1F assembly to the sensors.

The pcps are designed to interface with the specific sensor equipment
used by the UsGs for measuring water level and water quality. A Fisher &
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TaBLE 4. DCP TecHNICAL CHARACTERISTICS

Frequency
Frequency Stability
Frequency Jitter

5950 MHz or 5970.5 MHz
+1078/yr (all causes)
100 Hz rms in 1 ms

RF Power Qutput 0.7W

Antenna Diameter 1.2m

eir.p. 33.5 dBW

Bit Rate 1 kbit/s

Modulation binary FSK

Frequency Deviation =+750 Hz

Message Duration 244 ms

Information Bits per Message 64

Message Encoding 16-bit parity check

Overhead Bits 180

Sensor Samgpling Rate 1, 2, or 4 per hour

Type of Sensors Interfaced water level monitor and water quality
monitor

Transmission Mode unsynchronized RF bursts

Special Transmission Feature optional repeated transmission

Temperature Range —25°C to +350°C

Porter Automatic Digital Recorder {ADR), which is used to measure
water level, is a simple shaft-rotation input device capable of producing,
on command, a punched hole, 4-place (16-bit) BcD word on paper tape.
For telemetry applications, the machine is fitted with electrical output
contacts which interface with the pce. The water quality monitor (WQM)
is a multichannel instrument for collecting various chemical and physical
water data. Telemetry data are continuously available from the waQm
analog voltage output port, which connects with an analog-to-digital
converter within the pcP.

The interface function is controlled by a low-power C-MOS micro-
processor, which also performs message formatting and encoding as well
as various DCP housekeeping functions. A separate internal battery powers
the microprocessor random access memory (Ram) so that the operating
programs and parameters are preserved in case of temporary DCP battery
failure. Because a microprocessor controls the data acquisition and trans-
mission cycle, the DCP is adaptable to different sensors or operating modes.

A Dcp internal timer regulates the sampling and transmission intervals.
At the sampling instant, a reading is sequentially taken from all sensors
connected to the pcp input and from the power supply line to measure
the pcp battery voltage. The voltage is measured during transmission
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under full load, digitally encoded, stored, and transmitted in the next
message. While the wqM analog channels operate continuously, the ADRs
are activated by the ncp shortly before the reading. These digital data are
encoded, formatted, and transmitted immediately after the data acquisition
cycle is completed, The time separation between consecutive sampling
cycles is nominally 15, 30, or 60 min; however, a random delay of 31 min
is added to prevent accidental time synchronization of two platforms. The
repeated message is transmitted 5 min &+ 10 s after the first transmission,
The time randomizer is implemented by a pseudorandom number gen-
erator subroutine contained in the microprocessor software. The prob-
ability distribution of the random delay is uniform within the specified
limits.

An ®F output power of about 1 W and an antenna diameter of 1.2 m
were selected for the pcp as the best compromise between transmitter
power and antenna diameter, yielding the desired system transmission
performance with minimum pCP cost and maximum battery life. Figure 8
shows the frequency bands and frequency multipliers of the Dcp trans-
mission system. The Fsk medulator in the pce radio consists of two 3-
MHz temperature-compensated, voltage-controlled crystal oscillators, One
oscillator is tuned to the pcp prime operating frequency, and the other,
which can be remotely switched in using a special portable test set, is
tuned to a preassigned backup frequency. The frequency is changed when
a satellite transponder failure requires the traffic to be switched to a pre-
assigned backup transponder.

The PLOM does not require mechanical tuning when it is switched from
the prime operating frequency to the backup frequency. RF power ampli-
fication is performed at 1.5 GHz by a bipolar transistor amplifier, and the
frequency is then multiplied up to 6 GHz. This methed yields an overall
pc/RF efficiency of about 10 percent as opposed to the 1- to 2-percent
efficiency achievable with the 6-GHz amplifiers available when the pDcps
were being designed.

The amplifier thermal design permits continuous transmission up to
50°C. The Dc power is obtained from two 12-V, 20-Ah batteries. During
the program, the batteries were replaced approximately every three
months. At one U S, site, a solar panel battery charging system was tested
during the experimental program.

Each bCPF monitors any RF power reduction, mechanical movement of
the antenna (due to foreign objects striking the antenna}, or fault which
causes it to radiate a continuous carrier, instead of transmitting in the
normal *burst type” mode. Continuous transmission would cause inter-
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ference to the overall system, If any of these faults occur, however, the
pcP will automatically shut off,

1 Three test sets and two portable pointing receivers were also procured.
[ The test set is a portable unit used to load the operating program into the
% : DCP RAM and to input selected values of the pcP operating parameters,
. 8 i.e., DCP identification, sampling time, number of sensors, single or re-
» % I peated transmission mode, and standard or backup frequency selection.
n a In ’:::: It is also used to display the contents of the pcp memory on a light-
g i I 5 o emitting diode (LED) read-out and to perform other monitoring functions.
o u— . . . . . . .
" - a (& The pointing receiver consists of a low-noise receiver (LNR), which can
) r——r— 7 a be connected to the flange of the antenna feed, and an I1F unit, which
—— T~ — -—I | - | = measures the level of a received 4-GHz beacon.
P
I * Lk | g Receive carth stations
l © E a ] l = %
o« i . . .
| x o | | g The Southbury receive station consists of an 11-m antenna, uncooled
2 | | | kS LNR, and associated down-converter equipment. The receive station con-
! | | | = figuration is shown in Figure 9, and the earth station terminal charac-
| 2 | | _‘g‘ teristics are listed in Table 5. The received 4-GHz pcP signal is down-
= P | S converted to 70 MHz and fed to the data demodulator. Frequency un-
g |8 | & =
| © 3 ‘ | w % | ~
I o o % &
= | | x | 3 TaBLE 5. SouTHBURY DaATA COLLECTION RECEIVE EARTH
| l 1 | g STATION RF TECHNICAL CHARACTERISTICS
&1
>
| 3 x 2 | : | B Antenna Diameter 10 m
Z 2= I g Pilot Carrier e.i.r.p. 50 dBW
‘ @ | s N t g, Pilot Transmit Frequency
w | |15 & | 2 Primary 5959.0 MHz
s« | B = Backup 5979.5 MHz
I Z 218 | l i | - Pilot Receive Frequency
& 2|2 I £ | < Primary 3734 MHz
| =l - i ‘ B Backup 3754.5 MHz
S » | a ‘ B DCP Carrier Receive Frequency
| & | g = | Pritnary 3725 MHz
I | | s '5 Backup 3745.5 MHz
z § | | L =2 | Up-Converter Frequency Stability =1 X 107 /yr
| @ E | 2 § | Down-Converter Frequency Stability +1 x 10-7/yr
% £ I x Receive Gain 50 dB
I z i I | G/T 29.8 dB/K
! I L 1 — Receive C/N,
| 1 DCP Carrier 46 dB-Hz (min.}

Pilot Carrier 62.5 dB-Hz (min.)
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certainty due to the satellite oscillator long-term drift is removed by
beating the frequency of the DcP signal with a reference pilot carrier, which
is generated at 70 MHz, up-converted, transmitted to the satellite, and
looped back to the same equipment, Figure 10 is a block diagram of the
satellite frequency drift compensation system.

The pCRE, which includes all the hardware and software specifically
designed for this operation by ComsaT Laboratories, consists of 70-MHz
pilot generator, phase-lock loop pilot receiver, Fsk data demodulator,
monitor unit, minicomputer, and related software and peripheral equip-
ment. Figure 11 is a block diagram of the pcre, and Table 6 lists its major
technical characteristics.

TABLE 6. DCRE TECHNICAL CHARACTERISTICS

Pilot Generator

Frequency 70 MHz
Stability
Long-Term 41 X 1077 /yr
Short-Term >1 Hzrms in 1 ms
Pilot Recavery Circuits
Tnput C/N, 62.5 dB-Hz {min.)
Allowed Frequency Offset from
Nominal 23 kHz (max.)
Frequency Holding Capability 3 br without input signal, <+200-Hz
variation
FSK Demodulator
Bit Error Ratz
C/N, = 48 dB He =1 % 108
C/N, = 46 dB-H: 1 X 103
C/N, = 43 dB-Hz 131072
AFC Search Range +10 tHz

Protability of Missed Acguisition 107% at 44 dB-Hz
Minjcomputer and Peripherals
On-Line File Data Capacity

Data Retrieval Modes

10 days of data
4.800-baud synchronous line, 110-baud
asychronous line

The demodulator down-converts the DCP carrier using the acquired
pilot carrier as a reference signal, acquires the carrier frequencies, and
demodulates the rsK pcp signals by a non-coherent Fsk demodulator.
The demodulated data and its bit timing and frame synchrenization in-
formation are fed to the minicomputer input interface.

The monitor unit measures and displays the identification code of the
message received and demodulated by the DCRE, carrier frequency, cumu-
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Figure 9. Southbury Data Collection Receive Earth Station Configuration
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lative received message count, and pilot carrier frequency in real time.
When this unit is used in conjunction with a spectrum analyzer, the C/N,
ratio of each received DCP carrier burst can be eva.luated.
The minicomputer performs the following functions:
a. received data time tagging,
b. data archival on magnetic tape file,
¢. error detection and data reduction. .
d. temporary data storage on discs for delivery on demand to the
calling user terminal (via dial-up telephone line), . .
e. system performance monitoring with alarm signals activated
in case of detected failures, o
. generation of system performance statistics,
g. local processing of stored data,
h. printing of the results on local or remote teletype. N
Figure 12 is a typical system status report generated by tl?e minicomputer
and zransrnitted to a 110-baud portable terminal via a dial-up telephone
line. For each pcp the following parameters are shown:
a. identification,
5. sampling interval (in minutes), o
c. transmission mode (single or double transm1§310n),
4. number of valid received messages (excluding redundant mes-
sages),
e. number of expected messages,

PRRIOD COVERED: FROM 126 0y 0 To 23:57

1. bCp STATUS

: ; 3 TD ALARM LAST AVERAGE
AMP DOUBRLE # OF RCVD # OF EXPC L
?gp ?‘IME TRANS. MESSAGES MESSAGES RCTIVID BTR};J}%TG BTR§4‘ :
1 &0 YES 24 23 NO 24.9 a0
2 15 YES 96 95 1\10 24. 3 e
3 15 YES 96 95 NG 23.4 e
4 15 YES 96 95 NO 24.5 e
5 15 ¥E3 26 95 HNO 22.7 e
5 5w is 43 w0 2 24l
7 30 YES 4 i
5 15 wes ¢ 5 Ko 270 258
9 15 YES 26 2l e
47 HNO .
10 20 YRS 48 e A
23 NO .
13 o he o NO 23.9 23.9
0 YES 24 23 h 2
]l:i ?.5 YES 95 95 ﬁg gig 53 ;
g 95 95 I . .
]ig e vES NOT OFERATIONAL
TOTAL § OF PARITY ERRORS: 13

Figure 12. Computer Generated System Status Report
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[ status of the pcP failure alarm flags (activated if more than three
consecutive messages are missed),

g. last reading of the battery voltage,

h. average battery voltage from 0 hr (GMT) of the current day to
time of status report request,

i. number of received messages with detected parity errors.

The Canadian receive station, which is located at the Communications
Research Centre (cRc), Department of Communications, at Shirley’s Bay
near Ottawa, consists of an 8-m-diameter antenna provided by the crc,
an LNR provided by Telesat, and the DCRE provided by ComsaT GENERAL.
This equipment is housed in a small Telesat shelter and is normally un-
manned. The signal processing is identical to that of the Southbury earth
station except that this station is not equipped with a magnetic tape
recorder. The link calculations are summarized in Table 2.

Frequency sharing considerations

The 5925- to 6425-MHz frequency band used by the data collection
system is allocated to the fixed service (terrestrial radio links} and to the
fixed satellite service (communications satellites). A major objective of the
data collection developmental program was to demonstrate that a fully
developed system can coexist with other services sharing the same fre-
quency band without introducing excessive interference with these ser-

vices or significantly constraining the planning and development of new
ones.

Adjacent satellite interference

Interference has been calculated for the case in which the data collec-
tion system interferes with adjacent satellites, and for the reciprocal case
in which an adjacent satellite interferes with the data collection system.
The system parameters used for the calculations are listed in Table 7,
and the results for the first case are summarized in Table 8,

The procedure for combining the interference contributions from the
various DCPs is as follows, DCPs operate for a small percentage of time,
Figure 13, which gives the probability of ¥ simultaneous DCP transmis-
sions vs the number of simultanécus transmissions N, evidences that the
probability of exceeding 15 simultaneous transmissions from a popula-
tion of 10,000 DcPs is about 1 percent (curve B). In the calculation of the
number of picowatts of interference, 15 simultaneous transmissions have
been assumed for all but two cases. The DcPs that transmit simultancously
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Taple 7. DATA COLLECTION SYSTEM PARAMETERS

Data Collection Platform (up-link)

Frequency 5425-6425 MHz

Transient e.i.r.p. 33.5 dBW
Antenna Gain (peak) 35dB
Off-Axis Antenna Gain 32 —25log o
Transmit Power 0.7TW
Burst‘Length 250 ms
Transmission Rate 2 bursts/15 min
No, of DCPs (fully developed system) 10,000
Multiple-Access Scheme random-access TDMA /FDMA
Total No. of DCP Catriers 50
Satellite
Existing Domestic Satellite Down-Link e.i.r.p. —7.5 dBW
(reference value)
Receive Station (down-link)
Frequency 3700-4200 MH
G/T 30 dB/K
System
C/ N, for Received DCP Carrier {1-kHz BW) 16 dB (min.)
Allowed Carrier-to-Interference Ratio, C/f 25 dB
(1-kHz BW)

will generally use several of the 50 frequency channels assigned to the
system. For the calculations, it has been assumed that only one frequency
channel will be used and that its frequency will cause the desired carrier
to experience the maximum amount of interference. However, for the two
(108- and 12-channel) narrowband carriers, it has been assumed, more
realistically, that only one-third of the 15 interfering bursts will be located
at a frequency which will contribute significantly to the total interference.
The K factor (which relates baseband noise to C/J and depends upon the
desired and interfering spectrum shapes) for these carriers has been as-
sumed to equal the worst possible value. Other conservative assumptions
for the calculation are 3.8° satellite spacing (4° — 0.2° due to orbital
position instability), and 0-dB cross-polarization isolation between the
interfering and desired signals.
The results of the interference calculations in Table 8 demonstrate that
a fully developed data collection system does not cause a significant amount
of interference with adjacent satellites. Interference from other satellite
systems into the data collection system was also calculated. The results
show that about 90 percent of the 5((-MHz satellite frequency band can
be shared by the data collection system without any significant transmis-
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TABLE & INTERFERENCE FROM THE DATA COLLECTION SYSTEM

INTO OTHER DOMESTIC SATELLITE SYSTEMS °

C/I (dB}

Receive

Antenna
Diameter

Modulation

Desired

Noise Power

Down-Link  System Total  X-Factor b

Up-Link

Index

System

(pW0p)

(dB)

(m)
30
30
10

70.6 83.9 70.4 —-6.9 90
30
15
65

0.457
0.736

1,200 Channels

63.2 5.1
§2.2

1.9

63.4

900 Channels

1.7 61.8

62.3

1.174

0.9

360 Channels

8.6
24.1

63.0 53.5

54.0

108 Channels
12 Channels

60

44.0

64.0

44.0

30

3.1

spacilng between adjacent satellites is assumed.
paration equal to the top baseband frequency of the

xcept for the case of the 109- and 12-channel carriers,

to cross polarization isolation is not considered. A 1.80°
s to l_o‘cation of all data collection system carriers at a se
sc). Fifteen data collection system carriers were assumed ¢

* Noise reduction due

5 K-factor correspond
desired carrier (worst ca

a collection system

+
L

thl‘l.SySlt'm carriers‘werc assumed (see text). Note that the C/7 values are given for one da
llection system carricrs are assumed to calculate the noise power,

in which five data collec
carrier; 15 or 5 data col
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sion performance degradation. Typical transmissions include carriers
with very high levels of concentrated power, e.g., the transmission of an
all white Tv picture. The DCP carriers must avoid these portions of the
spectrum, which constitute about 10 percent of the 5925- to 6425-MHz
frequency band.

Frequency sharing with terrestrial radlo links

The formula given in part 25 of FCC Rules and Regulations, which im-
poses constraints on the interference caused by an earth station to an
existing radio link, is based upon the following interference criterion:

a. long-term interference noise; 250 pWOp (not to be exceeded for
more than 20 percent of the time),
b, short-term interference: 50,000 pWOp (not to be exceeded for
more than 0,0025 percent of the time),
These interference objectives are derived from C.C.LR. recommendations
(1,000 pWOp of long-term interference, and 50,000 pWOp for no more
than 0.01 percent of the time) and from & model that assumes four earth
stations interfering with a long-haul terrestrial radio link.

A DCP can be regarded as an earth station with special characteristics,
including extremely low transmission duty ratio, narrowband signal,
and a potentially large number of deployed DCPs. The same interference
criterion adopted in part 25 for a domestic satellite earth station (i.e.,
250 pWOp and 50,000 pwOp of long- and short-term interference, respec-
tively) can be adopted for a DCP, since the very low transmission duty
ratio compensates for the large number of DcPs that could be deployed.

A conservative model with & large number (10,000) of Dcps deployed
over the U.S. is assumed. One-tenth or 1,000 of the pcPs are within co-
ordination distance of a given long-haul radio link. Each pcP will be
coordinated to meet the 250- and 50,000-pWOp interference constraints.
In addition, the following worst-case situation is assumed:

transmission rate

2 bursts/15 min

burst duration = 250 ms
or
0.250
{ B ee———— 4
duty ratio 553 60 5.56 X 10-

The probability that more than one Dcr will be simultaneously trans-
mitting, which is obtained by assuming a binomial distribution model, is



446 COMSAT TECHNICAL REVIEW VOLUME 8§ NUMBER 2, FALL 1978

P=1~—=(-—d¥— Nd(l —d¥'=108% (1)

where d is the DCP duty ratio and N is the total number of interfering
DCPs (assumed to be 1,000). Since P is less than 20 percent, simultaneous
pDep transmissions should be ignored when long-term interference noise
is being considered. In terms of long-term interference, only one DCP from
the entire network will be active at any one time; therefore, the same long-
term interference criterion used for domestic earth stations (i.e., 250 pWOp)
is justified.

For a short-term interference model, it has been assumed that each of
the 1,000 Dcps which are capable of interfering with a given radio link
has been frequency coordinated to yield no more than 50,000 pW0p for
no more than 0.0025 percent of the time. Each DcP is assumed to con-
tribute exactly 50,000 pWOp for exactly 0.0025 percent of the time. The
percentage of the time for which the total interference noise equals 50,000
pWOp is given by the sum of the percentages of time for each DCP:

P, = Nd{0.0025) = 1,000 X 5.6 X 10~ X 0.0025 = 0.0012%, . ()

The term 4 X 0,0025 in equation (2) can be regarded as the actual
percentage of time that the single Dce contributes 50,000 pWOp of inter-
ference. (The value for continuous transmission will be 0.,0025 percent
while the transmission duty cycle is actually d.) It can be concluded from
equation (2) that, since the total percentage of time P, is less than 0.0025
percent, the short-term criterion of part 25 is satisfied.* Therefore, the
interference criterion of 250- and 50,000-pWOp long- and short-term
interference established for domestic earth stations also applies to the
DCP,

The computation procedure for coordinating the DCPs with terrestrial
radio links is as follows. Part 25 assigns the maximum interference power
density injected in a radio link repeater, i.e., —154 dBW/4 kHz (long
term) and ~ 131 dBW/4 kHz (short term). These values of interference
power density are derived by assuming the 250/50,000-pW0p long-term/
short-term criterion and the worst type of interfering signal. The formulas
are correct for a wideband flat spectrum type of signal, but impose an
excessive restriction on narrowband carriers such as those transmitted
by the DCPs. A total of fifty 3-kHz-bandwidth carriers will be required for

* More than 50,000 pWOp of interference could be also obtained when 200
DCPS contributing 250 pW0p transmit simultaneously. However the probability
of this event occurring is about 10-18,
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e fully developed data collection system, resulting in a total bandwidth
occupancy of 150 kHz or 0.03 percent of the 500-MHz band assigned to
the terrestrial links operating at 6 GHz, Therefore, carrier frequencies
that do not cause maximum interference with the terrestrial links can
easily be selected, In FM transmission, baseband interference noise is pro-
portional to the K-factor, which is obtained by convolving the spectrum
of the interfering carrier with the spectrum of the desired carrier, A special
computer program computes K-factor vs frequency separation using the
DCP signal interfering carrier and three typical radio link carriers as de-
sired carriers,

The K-factor plots and the modulation parameters of the three radio
link carriers are given in Figures 14-16, These figures show that X is
always greater than zero if the interfering carrier frequency is outside a
band not wider than 3 MHz, whose center is displaced from the carrier
center frequency by an amount equal to the top baseband frequency.
Therefore, X is assumed to equal 0 in the DCP interference calculations.

A simple interference model based upon a typical radio link hop in
which a DcP is interfering with a repeater will be used to determine the
“restricted’” area around the repeater where the DcP cannot be located if
the 250-pW0p long-term interference criterion is to be satisfied. It is
assumed (and proven by the results of the calculations) that this locus of
points of equal interference is contained within a 20- to 25-km circle
around the repeater, and that the long-term interference is the controlling
factor. The geometry of this interference model is shown in Figure 17.
The radio link has conservatively been assumed to run parallel to the
DcP-to-satellite signal path (in azimuth), Other assumptions are as follows:

a, 33.5-dBW DcP e.ir.p.,

b. 35-dB pcp antenna main beam gain,

¢. 53-dBW radio link e.ir.p.,

d. 43.1-dB radio link receive antenna (horn type) gain,

e. 32 — 25 log o off-axis radiation pattern for both the radio link
and DcP antenna,

[f. no cross-polarization advantage.

With these assumptions, the locus of points for which the noise injected
by the DcP into the radio link repeater receiver is equal to 250 pWOp
can be computed. Figure 18, which plots the results, shows that the re-
stricted area (the area for which all internal points, if regarded as pcp
sites, correspond to an interference level higher than the maximum limit
assumed) is an elongated strip less than 1.2 km long with an average width
of less than 45 m, If a more stringent interference constraint were adopted
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(e.g., a maximum limit of 5 pWOp), the size of the restricted area would
w0 _ be approximately 8 km by 320 m, which does not seriously limit pce
deployment,
Although the results of this analysis are only representative, they indi-
| l | cate that coordination of the DCP with existing radio links is not a problem
50 ; 15 1l0 1|5 P - % 5 for the data collection system and that satisfactory frequency coordination
should be possible f jori ites. i
CARRIER SEPARATION (MHz) possible for a majority of DcP sites. For further confirmation,

great circle frequency coordination was accomplished for 10 DCP locations
in an area of the U.S. (New England), which has a very high density of
Figure 14. NPR of Top Baseband Channel (K-factor) vs Carrier Separation radio link routes. On the basis of the — 154/ —131-dBW/4-kHz criterion,
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it was determined that 70 percent of the sites could be coordinated when
the actual path profile loss was included in the computation of propaga-
tion loss.

Frequency sharing with existing radio links is not a difficult problem;
however, it is possible that a DCP in a critical location may affect the
planning of 2 new or modified radic link, thereby increasing construction
costs. Therefore, the data collection systern should be given the status of
a secondary service so that the bcP would be either relocated or its trans-
mission frequency would be changed.

Conclusions

The developmental data collection program has successfully demon-
strated that this unique service utilizing low bit rates and low-cost terminals
can operate with existing commercial communications satellites. The
program proved the viability of a 6-GHz DCP, a multi-user data distribu-
tion system based on both scheduled and on-demand real-time and batch-
mode data retrieval, automatic central monitoring of the system status,
and coexistence with other services (commercial satellite and terrestrial
systems) using the same frequency bands.
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Tabulations of raindrop induced
forward and backward scattering
ampliiudes

D. J, FaNG anp F. J. LEr
(Manuscript received May 11, 1978)

Abstract

Rain induced attenuation and depolarization are important factors in the
design of satellite-carth and terrestrial microwave communications systems.
Computations of these two guantities from purely theoretical considerations
require the forward scattering amplitudes (Fsas) of raindrops. Fsas are tabu-
lated for a wide range of frequencics (4, 6, 8, 11, 14, 19, 24, 28, 30, and 33 GHz)
and propagation zenith angles (Y = 90°, 75°, 60°, 45°, 30°, and 15°). An example
which demonstrates the use of FsAs in evaluating attenuation and phase shift is
also presented. In addition, the backward scattering amplitudes {Bsas) are tabu-
lated for the same frequencies and propagation angles, These data, unavallable
in the literature, may be used to perform multiple scattering analyses, radar
backscattering calculations, and common volume interference evaluations, all
of which have become increasingly important in propagation studies.

Background

For the design of satellite-carth and terrestrial microwave communica-
tions systems, rain induced attenuation and depolarization must be calcu-

'[:his paper is based.upqn work performed under the sponsorship of the Inter-
pat:o_nal Telecommunications Satellite Organization (INTELSAT), Views expressed
in this paper are not necessarily those of INTELSAT.
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lated. These two quantities can be computed from purely theoretical
considerations, as shown in Figure 1 where f(¢) and fr(§) are defined in
References 1 through 4, using the Fsa of raindrops. Since presently avail-

NUMERICAL METHOD
FOR SCATTERING
ANALYSIS

PROPAGATION ANGLE (W) RAINDROP TEMPERATURE
AND RAINDRGP SHAPE AND DIELECTRIC CONSTANT
INFORMATION INFORMATION

FSAs
FOR INDIVIDUAL RAINDROPS:
fry (W Ty 1Y)

1 INFORMATION

{

ATTENUATION (dB/km) AND PHASE SHIFT
igeg/km} FOR HORIZONTALLY
AND VEATICALLY POLARIZED CHANNELS

- —— - —— l— DROP SIZE DISTRIBUTION

-1

RAINDROP CANTING PRECIPITATION FATH
INFORMATION LENGTH INFORMATION

== == — THEQRETICAL
ENGINEERING MODEL FOR PREDICTING ACTUAL
MICROWAVE ATTENUATICN AND {MODELED)
DEPCLARIZATION FOR ANY PAIR OF
ORTHOGONALLY POLARIZED CHANNELS

Figure 1. Flow Diagram for Establishing Engineering Models for Micro-
wave Attenuation and Depolarization Studies
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able calculated Fsa values are limited [1]-[3}, [5], the engineering models
generated from these values are also limited.

Because of the importance of FsA availability, the following factors were
investigated:

a. accuracy and computation economy of various numerical
methods for scattering analysis;
b. geometrical representations describing the raindrop shape for
different drop sizes;
¢. formulas for the evaluation of dielectric constants and the appro-
priate drop temperature,
The results indicated that the unimoment method (6], (7] for scattering
analysis, the Pruppacher and Pitter [8] representation of raindrops, a tem-
perature of 10°C, and Ray’s equation [9] for dielectric constants were
suitable bases for the computations,

The theoretical analysis and the computer program were developed by
an outside contractor. The basic approach and essential equations are
summarized in Appendix A. (A more detailed documentation of the
methodology will be published subsequently.) Appendix B compares
and checks the Fsa results generated by the unimoment method and by
Oguchi [2] at 11 and 19.3 GHz. After the program was improved, batch
runs of Fsa were performed using the IBM 360/65 computer at COMSAT
Laboratories. Tabulations of Fsa (i.e., the quantities fi and f» given in
References 1 through 4) are presented in Tables 1 through 60 for a wide
range of frequencies and propagation angles, where y is the angle between
the symmetry axis of the raindrop and the normal to the incident wave-
front, Appendix C presents an example which uses the Fsas to evaluate
attenuation and phase shift. The Bsas, which are also tabulated for the
same frequencies and propagation angles, may be used to perform mul-
tiple scattering analyses, radar backscattering calculations, and common
volume interference evaluations.

In summary, these tabulations of raindrop scattering amplitudes should
be valuable for modeling microwave-precipitation phenomena for ap-
plications in satellite-earth and terrestrial communications, interference
calculations, and radar scattering problems. Although these tabulations
are presently being modeled by analytic functions, the task is complicated
and the results are not yet available. Figure 2 is a plot of the scattering
amplitudes for a 2-mm raindrop at 10°C propagating at an angle of 45°,
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TABLE 1. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = I0°C, f = 4 GHz, AND &« = 90°

Forward Scattering Backward Scattaring

Haindron Vartical Wor Leontal Vertical Horizohtal

‘?m‘}“ Pglarization volarization pularization Polarization
eal Imaginary Real ImagLnary Renl Imaglinary Redl Lmaglnery
0,35 1,0%4Be=-7 -1.239}e-9 1,057Be=7 =1,2462e=8 1.0524e=7 -1,1693u-9 1.0588e=-7 ~1.1761e-%
O.50 H,390Bu=7 =-1.0630w~8 B,5380e=7 «1,098B0-8 B,53153e=7 «i.36549e=9 H.4650a0-7 ~-0.891le-%
0.5 4,8066e=6 -4.020Bc-8 2,92686n-6 -4,31%4c-8 2,748Qe-6 =i.2029e-8 Q2.8688e-E -2.309%k-E
1.00 b.56Bdn-6 =1,110lc=7 ¥,1107e-6 ~L1.265%0c-% 6,.3J29n26 =3,d582e=8 b.B47Ha-6 -4.4l6la-@
1,35 1.18lde=b =2,3923g=7 1.4130e=5 <=3,202lu~7 1.13%4e-5 =2,0674e=8 1,3259%e=6 -5.047Ba-E
1,50 2.04Ble=5 =-%,14450-7 2.047Bn-5 =-7,2400e=7 1.920B8e-5 5,79d6g=8 2Z,12%6a=5 4,902le~8
1,98 3. 2794sr5 -1, 041be-b 4, 249h0-5 -1,54BBo-6 2.9307e-5  2.9227=7 3,727%e=5 1.2109s-7
2.00 4,9660e=5 =2.0290e~6 G.7051e=5 =1,1914e-6 4,2406e-5 B.4041e=7 5.590le-5 1,10560-6
2.i5 7.235)e=5% =3,824%e-6 1.0ld4Je-4 =-0,40Ble-6 S,HLO07e-5 1.9862a=6 7.5248e-5 2,9654e-6
2.50 1.0178g-4 =~ BiSe-6 1, 4687a=-4 T.5743e2-5 4,2B43e=6 1.0708e=4 7. l440e=-6
2.75 1.40500-4 = E9Ce=-5 Z.,138ln=4 0.59428e=5 B,661l3a~6 1,3028e=4 1.6472e=5
3.00 1,907 3e~4 = 974p-5 0l7Hn=4 1.1571e-4 1,6940e~% 1,7102a-4 1,7490e~0
3.d5 2.5550e-4  -4,17750-5 4,17240-4 ~1.CBUle=4 1,1504e-4 1,291le-5 2,0%29e=4 E.57806~%
1.50 3.1%76s-4 -B.3il%e~5  5,4831le-4 -4, lBYec-4 1,48B%=-4 5.0102¢-5 2,58)1%e~d 1.8300e~4
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TABLE 2. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 4 GHz, AND o = 75°

Forwatd Seatterihbg Nackward Scatteriny

kaindeop Vertival it L zuntal vertiecal tor Luontal

[ Folarigatian TFolarizativh Polarization Polarigation
flzal Imaglrary Reai tmayinary Real Imagipary Real Imayinary

(S ] 1.05506=7 «~1,3386u=5 1,057Ho=7 =1.2452e=% 1.0626s=7 =1.1697==9 L.0555e~% =1,1763e=9
0,40 B.40006=7 ~1,0653¢-8 B,5602a=7 =1.0988e~8 H.3251e-7 =8.3705%e=9 B.4€J7e~7 =8, 7176u=9
[A] 2,8138e=6 =4,0397e=8 2,92d60-b =4,315lc=8 2.756de~§ =2.254%e-D I,06E9e-8 ~2,%5lbe-3
1,00 5.60406=6 =1,11B%=7 7,110lu~6 =i,26300=7 6.358%e~b =3,3837e-8 G,0403e-6 =4 ,t8lle-8
1,25 1.1%62e=5 =5, 17089e=7 1,41280-5 -6&,ld484e=? 1.148la=3 =2,5930e=7 1,1298e-3 «3,ldBde="
T 2.0801a=5F =9,0217e=7 2,5462g=5 ~1,1006e=t 1,93750«5 ~2,)l6le-? 2,1263a-5 ~-3.i0d%e=7
1,75 3,3408m=5 =1,50%3a=t 4,2456e-5 -1,987le-p 2.9966e=3 ~2,7953e-8 3,7320a-5 +l.14ise=7
#.00 §,073dm=5 =2.652He=t b,696le=5 =3,6495e-6 4.1413e=8 G.602%a=5 5.3700e=1
.35 7.4000e=5 =4,3H1%==6 1,0123e=4 =-6,8115%-6 5.9Bd0e=% 7.4550e-8 d.2lhdo=t
2.50 1.04452=4 =7,496de-6 1,48408=4 =1, 28%1e=5 YV.Hé4lber5 1.07%ke=4 &, 16008~k
.73 Ll.4448e=4 =~1,3340=-5 2,1207e=4 ~2,500Be=3 9.%475e=5 1.3958e-1{ 1, 40%Ye=5
1,00 1,963Be-4 =-2.3563e-5 3,000fe~4 =5,026ie=5 1.216da-d4 1.7385e=4 1.4%4%8=5
L1 4.6320e=4 =-4.2426e-5 A.1432e=4 =1, 0d3Ye=d4 1.4347e=d 2.0981a«d 0. 04%0a=5
1.50 3,d6%bu=4 =¢,J6B%:-b  5.4403¢-4 =2,0HBhE~d 1.6124e-d 5.53248=5 2.684%e-4 1.7320a=4

TABLE 3. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 4 GHz, AND o = 60°

b oward Beattering Bavkward Boattering

Raindrep Vertics. Torisensal Vertical Horihontal

trm) Pularivation Pelariration Polasidation Pelarisation
Raal Iimaginary RBA1 Imaginary Heal Lmayinazy HKeal Imaginary
0.25 1,0888a-7 ~1,2400¢=9 1,087Me=Y =1,d462e~y 1.0832u-7 =1,1710u=§ 1,0858e=7 =i,176de=Y
G.50 8,4200a-7 =1.0715¢=f 1,5401e=7 =1.0885e«B H.3528u-7 =8,4330c=9 @, 4630e~7 =d,7d58u=9
Q.75 2.8361a=8 =4.001de~f 2.92Bde-8 =4,3290u=H 3.7785e-8 -d,3089u~8 2.0€02e-§ ~i.5984ue8
1.00 6.701Tu=§ =1,l415e~7 7.10H%e=& =1,2577e=7 6.4570e-0 =-3,821)cef 6.0503e=G =4,9601e-3
1,28 1,2366a=3 =8,2372e=7 1.4104e=5 =0,H6608=7 1.163du-8 -4.9873u=7 1.3280e~5 =Y, 6dlde~?
1.50 1,1663e=3 ~1,2794e=6 #,54lle=5 =1,d4i5e=8 #.015%e-8 =-5.3079e<7 2.320de~5 =6,57ide=7
1,78 1,5082e=5 =1,9740e-6 4.2110e=3 =i, 36JUge6 3,1514u-5 =4,.0489e=? 3. Tddde=5 =5, 746387
2.00 §,3610g=] =3,099)e=f 6.06668=8 =3,99ble=6 4.63lle-5 §.581Je- G.8330e-3 ~d,71l7ha-d
.25 7.0695e=5 =5.00200=6 1,003%e=4 =6,9741le=6 &,44d3e"5 1.1490usf B.0300e=3  1,ddideeb
i.50 1.1170e=4 =8.14700=6 1.4704a=d4 =1,2484e=5 8,57078=5 1.%544a-8  1,092%==4 4,674 1a=6
4,75 1,54179=4 =1.4037%e=5 2,10200-4 =-2,3801e-3 1,1036c-4 7.7830n=0 1l.4d70e=4 1.2088e-3
3,00 2,1170a=4 =2,4574e=5 2.9507e-4 =-4,5087e-5 1.1737e-4 1,5800a=% 1,7%10a=d 2,9013a-5
1.25 2.udbla=d =4,376%e=5 4.061Joed ~-9,3876e-3 1.8568e~d 3. 1440a=% 1,1570e=d 6.7907a-5
31,50 1,5800s=4 =5,5417s«3 5,3370e-4 ~-1,02208-4 1.9409e~d 5,4801n=8 1,795le=4 1,4618a-4

TaBLE 4, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 4 GHz, AND o = 45°

forward Bastteriny Bagkward Scattering
Haindre
nlﬂ.lunp Vartical Horizantal Vertioal Horisontal

(mm) Polarimation Polarisation Polariastion Polarisation

Raal Imaginary Raal Imaglnary Real Imaginary Raal Imaginazy
0.2% ~1,34260=9 1.0570e=7 =1,24§le-% 1 1,085 »1,1764
0,50 =1,0801 6.54008=7 =1,09800-8 W, B, 464 7 ~8.7715
0.75 =4. 1615 2.9281e=6 =4,32020-8 i, 0 2,8635a-6 -3.63863
1.00 =1.1728 7.10648=6 =1,280%¢«7 6,59100-8 -4,1733u-9 €,05%33e-6 -5.34470-8
1.23 =1.075%a-6 1.40748=5 =1,1181s=§ 1.2312a-5 =-7.2803w-7 1,3383u-% -7.8037e-7
1.50 -1.6171u-§ 2,5337e=5 =1,728%e=6f 2.12300-8 «§,51250-7 2,331lu-% -§,359%4-7

+2,4015u-6 4,2150e=5 =i, 66380=f 1,3Gidc=} -§,24600-7 3,75Elu-% -5,9088w-7
=31,6181la=8 £.62506-5 -d4.2174e-6 4.999)e=3 =5,04930=7 5,6742u=5 =7,030be~?
-5,62280=8 §,9697ws% -6,94634-5 7,0688e-3 3,%604e-7 B.li17Na-f 2,700%a=7
=B, 045%4e-5 1,4517a=4 +1,1730e-5 9.%612a-3%  2,4590e~% 1i3de=4  1,9219a-%

1.
2.78 =1.,45480~5 3.0652a=4 «3,1328p-5 1,25184-4 §.1l16%@-6 1.4679a=4 B,3546e-§
3.00 =d,58007e-3 1.8028e=4 =d4,0l184e-3 1.58790-d 1,3336e-5 1.84895e-4 2,1472a=3
3.2% 1800-4 -4,%4P70~3 3.9487e=4 <7.8766e-3 l.P502a-d 2,7570e~3 2.323le-4 5,1086e=3
3.50 Obdw-4  -5.70690-3 35.1729e=4 =1,4%Bla-4 37,2871la-4d 4,7768m-5 2.9882e=4 1.08%%a=d

TABLE 5. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 4 GHz, AND o = 30°

Forward Bouttering Backward Howttering
Raindre,
mdiuuP Vertisal Horizental Vertical Horimontal
() Polarination Polarimation Polarisation Polurination
Raal Inaginazy Raal Imaglinary Raal Imaginary Real Inkginary
0,25 1,0871le-7 =-1.3443e~9 1.0378a=7 =1.246le=9 1,084%70=7 =1,1747¢=9 1.0538a=7 =1.17&3e-§
g.:g :.gg;;a-1 =1,080G6a-0 B.5)984=7 =1,09764=8 &,4272a=7 =8,6712gud B.464dc-7 -0,79240-9
llﬂﬂ E‘ﬂ 4 e=§ -I.illiﬂ-l 2,9275eub  =4,31l6a=d 2.B)9Ba=8 =2 ,5487g-8 2.§6900-§ -1,6700e-B
1‘25 l.’:sge:g =1,04de-7 7.10432-6 ~l.242%e=T7 E.7d49e=6 =4,8790c=-B 4.95800-5 -5.4773e-8
1-50 2.”1;_! :i.ihle- 1,4045a=-5 -1,2946e=8 1.2790e=8% =9.1%7le=7 1,3377a=5 =0.479le-7
l.75 3."‘213_! _2.,5325-5 d.5d6de-5 -1,940%n6 Q.23399e=5 «1.1l1d8e=-8 12.33390-5 =1.10l3c-§
e G.MII:-B _‘.n‘”u-ﬁ_ 4.196%e-5 -2, 879de-6 1.5730e=5 =1,2089e=8 3,7650u=5 =l1,33%lce§
:-25 Bll.lISa-B -§‘1§6§E-€ §.5016e-8 =4 ,3516e~f 5.,3760ge5 «1.09037=& §,714de=5 =1,2305e=§
z'sh 1‘3151 -3 -9‘4106“6 9.8791e-8 -6,0325e-6 1.6941e-5 -5.3405s=T 4.2430e=5 =4,2607e=7
i‘?i 1‘94‘7‘ . e=fi  1.4130e=4 =1,0581%e=5 1,0550e=4 1.136le-¢6 1.1337e-4 1.2505u-6
1-00 2.5”95-4 =1,5797a=5 d.Didde=4 =1,B9916=5 1,1957c=4 4.0459u-8  1.5080e-4 §.0994e-6
1.35 3.41 eed  -1,8594e-5 1.8144e=4 =1,41946=5 1,B017c-4 1.0131e-3 1,9432e-4 1,1981e-5
]-50 ‘.41235-4 =4, 7i00u-5 3,8357a=4 =6,3071a=5 2,2590c=d 2.4633u-2  2.442le-d ), 4065u-3
. ’ e=4 =7,031He-5 H.01H9u«d «1l.08%%e=4 2,8333c=d 4,0542e«5  3.1208u-d 7.0344e-2

TABLE 6. FORWARD AND BACKWARD SCATTERING AMPLITUDES
At T = I0°C, f = 4 GHz, AND « = 15°

Forward Boattering Backward Beattering

Raindse;
ﬂ‘diugF Vereisat Horiwontal Vartiaal Horiseatal
() Polarimatigh Polarimatlova Palayvization Polaridation

Raal Imaginary Heal Imaginary Raal Imaginary Heal imdginary

0676u=? =1,d456e=9 1,0370e=7 <1, 248ie-) 1.,05538-7 =1,174le=% =l -
147e=7 =1,0848e=0 §,5397e=7 Q973a=0  §.4544a=7 -I:TTN:-’ -é.%;::g-:
184u-6 =4, 2640a=1 1.9171e-§ =4,3083e-0 iQ.86i0e=6 =i @8579c-0 =1, 6023e1
1 -

5 []

3

€3u=6 =1,2i7le=7 7,1027¢=6 «1,1178c-7 6.8929e-5 =5, 4603e-
Fa=5  ol.3994u=5 1,40230=5 «1,400e-6 1.31438=5 =1,0d44%0-

#0e=

3e=3 =2,0585e=5 1,510%= =2,0%e-8  1.30Hle=5 =I,32336a=¢
Se=3  -2.973%e~6 4,1B%88-5 ), 0000¢-§ 2,7270e=5 =l.5i9Ye=§
2a-5 -4,337le=b 6,55He=5 =4, 4181e-§ 5,8510ms5 =],5438e=§
Fu=5 -8,510le=b 9.81d6e=f =0.689lo-& D,1514m~5 1, lible=b
Ge=d  -9,9047u=b 1.4183e=4 =1,020dc=b 1.127dus=d 4.9669e=d
lam=d  =1,61%8p=5 3.00Ll3e-4 =1.7253e=5 1,80H0u=d4 F]
Gusd =2 ,70458=3 2.76436=4 -2.57Ble=5 1.55B4a-d 7

1

3

d0e=d =4 ,8488c-3 3,7508e-d4 -5.20@Be~8 2.4791e~d

9du=d  =7,2111e=5 4,9081e-d4 =-0.2575e=5 1.1878a=d 4H9a-3 3,2371e-4  4.197)e=5
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TABLE 7. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 6 GHz, AND a = 90°

Forward Scattering packward Scattering
Raindrop . vartical Horizontal Vertical Horizontal
F“(:;‘]" Polarization rolarization polarization Polarizaticn
Ranl Imaginary Rsel Inaginary Real Imaginary Raal Imaginary

0.35 2.37588-7 -4.2957e-§ 2,3825e-7 -4,31968-9 2,3650e-7 -3.8203e-% 2.3721e-7 -1.B436e=3
0.5%0 1.83838-6 L00744-B 1.9315e=6 -4,135le-8 1.E635a-6 ~2,43754-@ 1,8975e-6 =2,54230-8
6.75 6,396la-6 -1,7123a-7 6,677lev6 -1,8353a-7 6.12798-6 g £.39908-6 =5,263le-8
1,00 1,5141a-5 -5,4478e-7 1,6398e-5 -§,1272e-7 1.3985e-5 2.7754e-8 1.51588-5 5,0502a=9
1.25 2,76068-5 =1,2283a-§ 3,3108a-5 -1,7610e-§ 2,4B24a-5 5.6191a-7 2.9121e-5 4,0346m="7
1.50 4.675la-3 -3.3270e-6 6,0825a-5 -4.€754a-6 4,1056a8-5 1,517Ba-6 5.00748-% 1,9535a=6
1.78 4.8646a-5 -7.B373e-6 1,0433a-4 -1,1915e-5% 6,1283e-5 4.6B55e-6 7.8572e=3 6.68550-6
2.00 1723678-4 =~1.792%a-5 1,6887a-4 -2,0859e-5 8,5691e-5 1,2490e-5 1.1l485e-4 2.00650-5%
2,25 1,8378e-4 =-4.01508-5 2,5727e-4 -7 3567a-5 1.1387e-4 3,0680a-5 1.6302e-4 5,5509e-5
2,50 2.58430-4 ~B.7552e-3 3,510le-4 -1,6743e-4 1.4939a-4 7,1825a-5 2,505la-4 1.342le-4
2.75 3.29108-4 -1.763%e-4 3,92i58-4 =-2,83%le-4 2,15962-4 1,4940e-4 4,4510a-4 2,3258e-4
3.00 3.53650e-4 =2.9263e-4 4.019le-d =-3.61lle-d 31.5857a-4 2.4575e-4 7.36l0a-4 2.468le-4
J.25 3.33798-4 =1.7252e-4 d4.78Ble-4 =-3,887%e-d 5.78l4a-4 2,9004e-4 1,030%a-3 1.74668-4
3.50 3,3674n-4 =4.1557a-4 6.3985e-4 =-4,.7057e-4 7.l315a-4 2,6485e-4 1,326Be-3 5,5081e~5

TABLE 8. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 6 GHz, AND o = 75°

Forward Scattering Backward Scattering
Raindsop Vercical Horizental Vertical Horizontal
?mm‘;. Polarization Polarizatien Polarization Polarization
Raal Imaginary Raal Imaginary Real Imaginary Real Imaginary

0.25 2,3762a-7 -4,2§73e~3 2.,3817e-7 .4,3198e-9 2,36558-7 -}.6218a-9 2,3719a-7 -3.84368-9
0.5¢ 1.50058-6 =-4.0153e-8 1.53lle-6 -4.1552a-B 1,865Be-6 =-2,4392a-8 1,896%-6 =-2.55lle-@
0.75 §,41468-6 =-1.7l8%e-7 6.6760e-6 .1,8336a-7 6.1465e-§ -4,5203a-8 6,5934a-6 -5.4167e-0
1.00 1,5223e-5 =5.4777e-7 1,639%e-5 -6,1117e-7 1.40688-5  3,0238¢-8 1,5162e-5 =-3.5492e-9
1.25 2.7953e~5 ~-1.7798a-6 3,3087e-5 =-2,1880e-6 2.5136a-5 7,3699e-8 2.9135a-5 2.08260-8
1.5¢ 4.9501s-5 -3.9122e-§ 6.0860e-5 -5.1808e-6 4.1745e-5 1,210Z2e-6 5.0164e=3 1.4173e-6
1,75 5.10960-5 =~B.4l73e~§ 1.04l3e-4 -1.2237e-3 6.2703a-5 4.5626e-6 7.8863e-3 £.0033e-6
2,00 1.262d4e-4 =1.8616e-5 1.684le-d =-2,5774e-3 B.8284e-5 1.2467e-5 1.1562e-4 1.9784e-5
2,25 1.8802e-4 =4.09768-5 2.5659e-4 ~-7,2196e-3 1.1830e-4 3,1003a-5 1,6460a-4 5.27158-5
2.50 2.65014-4 =«B.83998-5 3.5l4le-4 -1.6300e-é 1.5669e-4 7,23660-5 2.5232a-4 1.28l6e-4
.1.77568-4 3.9789e-4 -2,8720=-4 2,2765e-4 1.4988e-4 4.4425a-4 2.224%e-4
_2.9443e-4 4,133le-4 =3.5835e-4 3.766le-d 2.4515e=-4 7.32528-4 2.3595m-4
3.28 j.5417a=4 -3.7555@-4 4.9005e-4 =3.9074e-4 6.0397a-4 2.86588=4 1.029ie-3 1.61H)e—4
3.50 1.6631a=4 -4.1051e-4 6,5023e-4 -4,6013e-4 7.5279e-4 2.9754e~4 1.3277e-3 4,840 2e-5

TasLt 9. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 6 GHz, AND a = 60°

Forward Scattaring Backwazd Scattering
R;:;?’OP vertical Horizental vertical Horizontal
tmm‘;l Polarization Polarization pPolarizatien Polarization
Real Imaginary Real Imaginary Raal Imaginarcy Real Imaginary

0.25 2,3175e-7 =4,30168-9 2,3826e-7 ~4,1197e-9 2.3667e=7 -3,826le-3 2.3719e=7 -3.343%e-%
0.50 1.5067e-6 =4.0366e-8 1.93208-6 -4,1329e-8 1,871%8-€ ~2.4604u-8 1,8965a-6 =-2.5§1l7e=8
.75 §.4652e-6 -1.7367e=7 6.6758e-6 -1.B290e-7 6.19748-6 =4.6996e-8 6,40068—6 =-5.3B74e=8
1.00 1.5445@=5 -5.5595a-7 1.6387e-3 -6.069le-7 1.4292e-5 2,1B45¢-8 1.5172e-5 ~-l.5462e-8
1.25 2.p8RZe-5 -2.2263e-6 3.300%e-3 -2.5578e-6 3.5959e-5 -2.5465e-7 2.917le-3 =3,6572e=7
1.50 5.1501e-5 -4.5159e-6 6.0634e-3 -5.5437e-6 4.3605e-5 7.B4d8e-7 5.0172e-3 §.0173e-7
1.75 8.500%@-5 «0,08238-6 1,0352e-4 -1.2162e-5 €.653d4e-5 4.1339e-§ 7.954le-3 4.9741e-6
2.00 1.3314e-4 =1.3510e-5 1.6705e-4 -2.8499e-5 9.5216e=5 1.1827e-5 Ll.l727e-4 1.6343e-3
2.25% 1.9537e-4 =4.22128-5 2.5453e-4 -€.7348e-5 1.2997a-4 2.9958e-5 1.6752a-4 4.6466e=3
2.59 Z.8275e-4 -0.0030e-5 3.5227e-4 ~-1,5008Be-4 1,7556e—4 7.0724a-5 2.5343e-4 1,1379e-4
2.75 3.65766-4 =1.8010e-4 4,1313a-4 -2,68dde-4 2.5680e-4 1,4655e-4 4.3313e-4 2,0108e-4
3,00 4.07378-4 -2.98E3e-4 4,4370e-4 -3,5004e-d 4.1992a-4 2,3013e-4 7,0905e-4 2,2301e-4
3.23 4.1000e-4 -3.82928-4 95.1970e-4 =-3.045le-d 6.6531a-4 2,728la-4 1,0088a-3 1,595le-4
3,58 4.5075e-4 =-4.160la-d4 6.80%0e-4 ~-d.5423e-4d B.5162a-4 2,8864a-4 1,3163e-2 6,1840a-5
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TaBLE 10. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 6 GHz, AND « = 45°

. Forward Scattaring Backwazrd Scattering
Raindrop
Radium Vertical Horizontal Vartical Horizontal
(mm) Polarization Polarization Polarization Polarization
Real Imaginary Raal Imaginary Real Imaginary Raal Imaginacy

2.25  2.27928-7 -4.3075a-9 2,38266~7 =4.3136a-3 2,3685e-7
. . . -5 2. —7 -1.83230-3 2,1719a-7 =3.B443e-
030 1i518eng -40636e-) 1.9330a-6 -4.1238a-8 L.EGOie-d -1.4990e- Liviae: C3iipinend
075 blsiideg -Lislley 6.67(7e-g -l226e-T E.266Tes -3.0720e8 6,402 6 -%.7599e-8
1op LSTégent -3.6Tile] Liedive-d 6010377 1dS3tes  2.5931e- 1.5185e-% =2.608%ar8
. . -5 -2 -6 3,289Be~§ -2.8543a-§ 2,7079e-5 -6,0873e-7 2.5218e-5 =7,2106e-7
ch o ha i odln GHEH DR e paeds o
1100 1,426%ed -2.047dm-% I.6517a-d -Z.64Blaci 1. oS padect Bt e
: . -4 -z, <5 1.0462a-4 1.05476-5 L,l938a-& 1, -
328 Gilidte-d ~436S0e-3 2151eGemd <£.0835a-d LdSiTe-d  Z.77lless Vit iihen
2050 3logsdesd -0.2i04e-3 153ie-d -Lia2lsa-d L.010%a-d 6.630e-3 Z.5332a-d .
275 4l0329amé -LdMSeed (3306w -Zé2idad L33eled Laddled 41eT2cd 17385e
300 4lE03Seni -d.0dSemi ((E31Se-i -iddse-d 4.7143e-d TSed §.7200a-d 2.1037ed
. : -1 =30 - 5. ~4 -4,00626-4 7.4656e-4 2.43458-4 9.7794a- -
28 bESMed rpditiend Oaeand ChIgsiet DGl Gt LMY gceines

TABLE 11. FORWARD AND BACKWARD SCATTERING AMPLITUDES
ar T = 10°C, f = 6 GHz, AND « = 3(°

Forward Scattering Backward Scattering
Eaindzop Vartical oriaontal
Radium 3 orizonta Vertical Horizontal
() Polarisation Polarisation Polarimation Pol:r:l:t:on
Asal Imaginary Real Imaginaxry Raal Imaginazy Real Imaginary

0.25  2.38098-7 -4.113de-3 32.3B26a-7 -4.3194e-9 2.170
‘ R e ~9 2.1702a-7 -1.03858-% 2.171%e-7 - =
030 Ladte-g ~4.0846e-6 1.03%e6 ~4.12676-0 1.89GBe-f -2.5413 Lidho
. . -6 =1, -7 6.67358-6 ~-1.0162a-7 6.336la-6 -5.5204e-B §.4009e-5 -
1,00  1.60%%a=5 =5.7626e=7 1.63670-5 ~5.3527e-7 1.4 Tt
. . -5 -5, ~7 1.4905a-% -2.1771s-¢ 1.5198e-5 -3.934
1,25  3.1408=5 =2.357de=§ 3.27856=5 =-3.06368-6 3.8 ‘32650 R
. . -5 -3. ~6 2.8137a-5 -9.3956e-7 2.92650-5 - -
1,50 5.694la=5 =5.551le-6 5,D987a-5 -5,B995a-6 4.6 Tos0ie F e
. . - . -6 4.6650e-5 -2.5296e-7 5.0904e-5 - R
1075 9.5655e-5 -1.03166-5 1,0183a-4 -1.13606-5 7.6 ‘12718 Ot
: . . ~5 7.6932e-5  2.5122e- - -
Tee Laiaey e LEGed 3R Dhesd el iy Dobisoes

.25 4,3033e~4 -4.495Ba-5 2.4875e-4 5.3402e-5

. . =5. - 1.61500— -
g.:';ﬂ 3,31250-4 -9.4132e-5 3.5448a-4 -1.14208-4 2.2531. 4 i';;:i:-:
W75 4.J8880-4 -1l.867Be-4 4.5471le-4 -2.1§208-4 3.,3450 1:9419

3.00 5.1451la-4 -3.0986e-4 5,267la-4 3,26960-4 4

. . =3, - §.3429e-4 .
g.gg g.:é:za-! -4.02870-4 &,00l6e-d ~4,066le-4 B.268le-4 9.:;::--: i'?ggnq
. . a-4 -4.4271a-4 7,6486a-4 -4,5427e-4 1.1l4le-2 2.14940-4  1,27070-3 1:2537--4

L

TABLE 12, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 6 GHz, AND « = [5°

i Forward Scattering Backward Soattering

ndrop

Radium Vertical Horizontal Yertical Hozi £

(o) Polarization Polarization Polarization Pa::::::t:tn
Raal Inmaginary Raal Imaginary Real Imaginary Real Inaginary

0.25  2.3822a-7 -4.3177a-3 2.38260-7 —4.3196-9 2.3
. . . -3 2.371de-7 -3, - 7 - -
050 1L3zi6es -4.lis3e-d 1:d3ldes Dagwsol ke Bl e
. . -6 -1.8033a-7 6.67266-6 §.39680-6 -5.902la<8 6.4
1.00  1.6275e-5 -5.8646e-7 1,63608-5 . ey Tl
. . 1.5129e-5 -4.2043e-§ 1,5208e-
1.2 . -5 - - (3398e3
L35 33sdent -iliedled 3.3703ec 2.30120-5 -1.1785e-6 7.9238-5 -1,2002a=6
135 5isee: _io3ioas llaisies Diiaees iiedbet B.isises iidlazecs
- oL . - . LE . 8= 8,13 o . -
2.00  1.3885e-4 -2.1963s-5 1.6198a-4 TN I AR+ B T

2,25 2,41680-4 =~4.39600-5 2.46620-4

N . - 1.72990~4 1,7639a=
i.:g -%.56070=5 3.5520e-4 F.4bELle-4 2 5293:-:
J.o ~1.852le-4 4.699%0-4 3.627) 3‘7l8l--4
J.:g =3.13%%e-4 5.572la-4 5.7569 ﬁ:U!lll-l
. -4.10240-4 6.29%55%0-4 8.85230-4 2.005ke-4 9,lE55a-4

3.50 7.7437a-4 -4,5383a-4 7.954le-4

1.2091e-3 1.7808a=4 1.2513e-3 },5302e=d
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TaABLE 13. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 8 GHz, aND & = 90°
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Forward Soatesring Bachward Hoattaring
nﬁ::‘ﬁ:’ vercical Horimontal Vertical Hordsontal
) Polarisation Folarisatien Polariration Polarizsation
Real Imaginary Raal thaginazy Hoal Tmeginary Real Imaginary

Q.15 4.,22840=7 ~L.04906=8 d4.,24008=7 =1,054%¢-8 4.1083e~7 =0.73309-9 4.2lile-T -B.7%290-9
2,80 3.3963e=6 =1.066J8=7 3,4569e=6 =1,0980e=7 1,.2089c=6 -~4.756du-8 =4.90750-4
0.7% 1,15458=5 =3.1041le=7 1,2054e=5 =5 44508e=7 1,0790¢-3 -2.0l6ia-0 =34 4
L.00 1.76690=5 =l.634Be=5 2,95808-5 =2,04%6e-6

419e-3 3.1390a-7

1.4% 5.09920=5 =4.96368=6 &,1557c~b «2567a=0 3,3700u-6 L]
1.50 9.12300-5 -l.4012e-2 1,ld52e-4 £.9622e~5 8.7%90a=6 =3
1.78 L.490lea~d  =3.59140-5 1,9214e-4 1.056%7a=4 2,6741a=5 3,97000«5
2,00 2,18%6a~4 =B,HK009e-3 2.7664¢-4 1.6070s=d §.B576u=5 9.9%6a-5
2,28 2,72%74a<4 =1, 714de-4 31.3216e-4 2.60638=4 1.3374a=d 1, 8362u=4
2,50 2,966% =2, 4986u«4  4.01900-4 4 4.48230-4 l.7665a=4 1,181 5u=4
2.78 3,a860 =1,01960-4 5,32460-4 ~-3,6661e-4 §.5720s-d 1.6379a=4 1,00%72a=2 5,45600-5
3.00 J,8565a=4 =1,8188g-4 7,053da-4 -4,9307e~d 8,5719s-d l.1d78e=4 1,2004w=1 =6,32680-%
3.15 4.7085a=4 =4,20548-4 9.03408-4 -8.731%e=d4 1,0470s=2 5.988la=8 1,606Tu=1 =1,974dp=4
3,50 3.4555a=4 =3,0267u=4 1,121%0-3 -9,1631a-4 1,20208-3 3.1043e=5 1,9420w=3 =1, d86En=4

TABLE 14, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, /= 8 GHz, AND & = 75°

Forward Boattering Backward Boatteriny
";igf‘::‘; Vertical Horliantal vertical Heriggntal
{han) fularinabion Polarization Polarigation volarization
Rual Imaginacy Heal Inaginary Real Imagirary Raal Iraginary

0.8 4,2292e=7 =l.0494a-0 4,2406e~7 ~1,0340-8 4.19928=7 =8.7417e=y 4,dl88e=7 =8B,79i1%8=9
G.50 1,40030=¢ =1.088ls-7 L. 4560w~ -1,098%-7 1.3029e=t =4.760de=8 31,958l8=8 =5.0llbe=B
Q.75 1.1578e-5 =3,120le-? 1,d033e-h 390e=-7 Ll.083de-5 W9563e-8  1,13739=5 ~3,7780e-8
L.0u d.,70168=5 =1,04240-8 2.9973c-5 0429e-6  2,4570e~5 5,2187er7  21,65108+5 4. 75007
l.25 5.16416=8 =5,45270«8 &, 14990-5 «018D0e-6  4,3169e=-5  2,257)e~6 5.060le-5 2.5640e-6
1.50 9.26@%=5 =1,46770=5 1, 1416e-4 Jle-5 7.0984e-5 B, 7B90u-b &, 6048 1,133
1,75 1.517%e-4  -3,77928-5 1,9201le~d 8280e=5  1.0B4de=4 1,691l4o=5 1,4187n=4 1,7997e=5
.00 i, 2328gud  =9.6977a=8 2,7760e=d 3ldlesd 1. 8802e=d 5, 5dd9e=5 2 ,4640u=4 9,6095a=5
d,35 i il0le=d  «1.72%4@-4 3, 3G49e~4 (d6537emd  2.780%e=d 1,34dle=4 4. 4038o=4 1,4795a=4
d, 50 3.088le=d4 =2,824Je-4 4,0009a-4 28150a-4  4.6359e~4 1.7651e=4 7.1872a=d 1,3780e=4
.78 1.,4889e=4  =3,0653e-4 5.1916e-4 J6707a-4 6. BDBIewd 1.6l47e=4 1.0082u~] doddlle-y
.00 4,1868eed =3, 8)7%0<d 7.1420e~4 Rddle-4  B,819%3a-4 1.0947=4  1,30)6s=3 ~R.d620e-5
.28 5.1179¢=4  =4,386%ca4 9,.168Ja-4 -8.7204e-4 1.0970e-1 4.7B22e-3 1.61)%u=3 ~2.299be-d
1,50 €.09le=4 =5,3354p=4 1,1415e-3 -9,7300e-4 Ll.i74de-1 1.702%~5 1,95452=3 =-3,9310¢e-4

TABLE 15. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, /' = 8 GHz, aND « = 60°

Forward Boattering Backward Boattering
“‘;ég?zzp Vartival Horisontal Vereisal Heriwontal

(3n) Poldfisation Polarimation Bolarisatisn Polarimation

Imagiuary Heal taginazy Real ImAGIAALY Raal IMagLRary
0.3 ~1,080de-8 4. 24DGex¥ <=1.05480-8 4,3014a=7 =d.7510e=9 4,d10%a=7 =0,7914a=4
0.50 =1,0732e=7 3,4567erb =i.0076e=7 =4, 0118e=8 31,158%e=5 =5,0398&-8
0.75 =5,1636e-7 1,i050u=5 « d03e=1 =3,793%8e=8 1,117te=5 =4,2320a=4
1.0¢ «l,963%u-6 2,9952e-5 =i,Dddde=f 5,0017e=7 1,8338ex) 4, 10868="
1,28 =5,0751e-8 6,110Te=5 «7,837Ye=f 1,4800e=6 5,877de~3 2,840%a=§
1,58 =1.54582-5 1,13W70=4 <i,D03)e=5 7,4E508-5 4,1877e=6 1,00%da-8
1.7% =3.8971e=8 1,01dHe=d =5,30)9e<5 1,1583e-4 i, E207e~5 3,4358a-5
.00 =9,066fe=3 2.803do=~d =1,264de-d 1,7993e-4 6, 0007e=% H,7908a=5
b =1,7506e=4 1.47920=4 «i,19140=d 3,0183e-4 1,1134e=-4 1,3845a-4
FRL =2,5015e=4 4.i45le=4 -7, H3G0e=d 5,017Be-d 1. E047e=d 1,4274a-¢
2,75 =3.1767e=4 5.8809%s=d =1,6650e-4 7,1%¢1%e-4 1.4699e-4 3. #705a=-5
1,40 =3.8317e=4 7.177le=d =4, BE95e~4 %,7600a-d €,17853e~5 =9,1923e-5
3,45 B, 24470-4  -4,7613e=4 9.802e=4 =0,6917p«4 1,@1936=1 ~1,3338e-6 1,630%e-3 -i,5477a-i
.58 T.6015e=4 =6,0001e=4 1.1954e=1 =9,278dc-4 1.4

46G6e-1 -§,0604e-5 1,9B5de-3 -4,4059a-4

TaBLE 16. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 8 GHz, AND a = 45°

Forward Beattaring backward Boattwring
ﬁ;:‘r;:top Vertical Horiavntal Vartical Horigontal
T polariration Polarduation Polarization polarisation
Rual Imsginary Redl Imaginary Real Imaginary haal Imaginary

0.45% 4.3345a-7 4.3406e-7 ~1.05470-8 4,20456=7 =E.7665a-3 4,2108w-7 <«d.79ide=9
0,580 1.4262u~E 3.456%e-5 -1,096%u=Y 23,32908=6 =4.9010u~d 3,1585u-6 -3.0609e-8
0,75 1,17928-% =5,2238u~7 1,i0470-5 =-5.3947p=7 1,lodle=5 =3, 30lle=d 1,1281u-8 -4.76550-8
1.00 2.87638-5 -1,8918a-€ 1,9923¢-5 ~-l1.90%2e«8 21,353%a-8 4.52499=7  2,6576u~0 J.97889~7
l.28 E,5752u-% -5.4783u-6 $.L036e-5 ~-7,3238e-6 4.70lie-5 1.54528~6 5.0990u-3  1.4894n-¢
1,50 1,018le=4 =1,6260u=% 1.13l7e-d4 =-1,91ile-5 7.96200-5 7,9810p-& E,81560=3 8470406
1,78 1,6909a=4 =4.0280e=5% 1.906%2-4 ~5.0208e-3 1.25009-4 2,46010x5 1,41950=4 2,9598a-5
2.00 2.546le=4 =9.2731e=% 2.8382u-4 =~1,16620-4 1,9BG60-4 6,4928u~5 2.4263a-4 7.7132a-8
4 =1l.7984e~4 2.6346e-4 -2,06660-4 3,3371e-4 1,2465u=4 4.1684a~4 1.2720e~4
4 -2,6569u-4 4.4679a-4 ~2.06670-4 3,528%0-d 1,5602a=4 6.9164a-d l.204 4
2.73 4.774!6-: -3,3266e~4 5,B0870-4 ~-3,653d0-4 B,1693n-d 1,21d8a=4 9.5394u~d 4.166)e-5
4

4,1253e~4 7,6940a-4 =-4,0380e-4 1,0917e-3 3,7232e=3 1.31308-3 =-9.1l4)le-3
~5,32%86-4 1,0008@-) -6.6366a-4 1,38l3w«3 =H,2004e=3 1.6537e-3 -1.695le-4
3.50 9,7790a-4 -7,1408a-4 1,3700e-3 =-9,3120s-4 1,6728e=3 =1.9208e-4 2.0272a-3 -4.7590e~4

TaBLE 17. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 8 GHz, AND a = 30°

Forward Heattaring Backward Seattering
K.R:Q?.“P vertigal Hordaontal Vertisel Horinontal
(m‘?’ Polarimation Folarisation Palarisation Polarisation
Haal Imeglnary Real Imaginery Real Imaginary Raul Imaglhary

0.23 4,2173e=7 =1,058308=6 4.dd08e~? ~-1,0047¢-8
.50 1.4412e=6 =1,0871a=7 3.486d4u-6 =-1,08583e-7
0.75 1,19186=5 =8,i017a=7 1.2043a-5 =B,€9le-7

4,d078g=7% =8,78l3a=9 4,2105s=7 =8.7933e-8
: :

1.00 1,9317e=5 =1,Vdl3e=6 @.98%5a-9 ~-1,374le-§ ::
V.
1
2

440e~6 =5,00438=9 3,35BRu-6

1650=3 =4,40630=4 1,1388e-5 -3,423)
QGde~) 3,9d308=7 2.661)e-b 3.99710=7
1.2% 5,Blide=5 =6.90048=6 K.0762e~3 =7, 1i4le-d 211e=3 L1.088%e=b 5.1197a-5 ]
.50 1,0663amwd =), 68615 1.1dd6e-4 -1, 04900-5 FELCSE] &, 5660a=6 B.Hd820e-5
1,7907a=4 =4,147%=5 1,896Be=4 =4, 6dite=5 H

2,7371e=4 =5, 47506en5 2,8733e=4  =1.0671le-d T27e-4 £.069% 4«5 2, 3940a=4

9.
[0
Tde~4 2.1586d0=-5 1,4ddda=4 :.
1.

W15

00

a5 3,6403p=4  ~1,8365004  3,7900e=4 =1.0807e-4 3,6830e-4 1,16309-4 4,1221a=d4

.30 4. 42358-4 »2,73Q0e=4 4.690da=d4 =2.93G9c-4 &,0106a-4 L.I9HGe=4 6, 7296u=d 1.2033e-4
.73 5,541lpe4  +3,4771e=4 &,04dte=4 =1.6409e~4 8,917Ha-4 9.16l69-5 9.02c4a=4 4,8718e-5
.90 F.1916eed =4, 42250=4 W,0052e-4 =4, 7B25¢-4 1,300He-3 -1.53%8g«5 1,316lg=d ~-@.4585e-3
W35 LN LB¥Ble=d  1,04HYe=3 ~6,5634u=4 1.5407e-3 =-1.736le«d 1,6763eed =-2.749fa-4
30 1,19840=1 =U,2000e=4 1.34558=3 =-9,3113¢-d 1.693%@-3 -3,4303u=4 2.06%le~d -4.977da-4

TanLE 18. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 8 GHz, AND a = 15°

Forward Brattering Backward Heattering
Raindzop Vertical Horigental vereiedl Hazigental
R‘::ﬁ‘t“:“ Bolarimation belarination Polarigation pslarimation
Feal Imaginary Radl imaginazy Real Tmhagindey Real tmaginazy

J209%e=7 «B.793da-9 10%e=7 =~§.7960a-9
L3580e=86 =5, 086ia-8 SpHe=t =5.1113e-@

825 A.4396s-7 -1.084de=Q A,#40be=7 r1,03d€2e8 1.2
138%ews  -5.4l0da-8 %Z%zue-s 5. 54d30m0
5.1

[]
0.50 3. 4532e~6 =1.09die=7 3.486le-5 ~1,0944as? 1
0.75 1.2007e-5 «5.3275es7 1,ifdle=5 =5,3504a-7 %

5

1.00 2,9720e-5 «1,04ide=6 4,987de=3 -1,9556e=d 650ia=5 3,4236u-7 bhba=8 1.3478e=T

1.45 5,98849=8 w7,1814ew6 6,0560e=5 ~7.Q98da-§ ,0813a=3  6.5673e-7 jiSe=5  §.didles?
1.50 1.1038e=4 «1,74442=5 1,1104e-4 «1,785de=5 §.81%fe-3 5,766le-6 B.P300e-5 S. 04906
1.75 1. wd,3ilders  1,B90Be-d4 =4, 3648ee5  1,42pke-4  2.006Be=3 1.4539e-4  7.148le=5
.00 =9,9409a=5 2,)08B2e-4 5.7d2%a=5 1,3677%e-4  5.8713a=5
a.45 -1,9029g=d 3.0829e-4  1.093He=4 4.0092a-4 1.0918u=4
i.80 =id,Ml8lg~d 6.1969u-4 1, 28bMa=d 6. 50436-4 1,2116a=4
1,78 =3,6321e~4 9,49700-4  6,7T567e=5 9,7307e-d 5,56548-5
3,00 -4,64d80-4 B, 2994n=d =4.7390e-4 1.288l0-1 53du=5 1,3178@~3 =7,6037¢-5
3.35 1.0538¢~) L3235a-4 1, 083Me=3 =6,5047e~4 1.886)ged ~1,4652e~d 1.6918u«) =1,7502¢-4
1.50 1.3617e-3 -B.9BH204 1,40ida=3 =9,29lie-4 1.0532e=} =4,63B2e-4 1.CUPPe~) =85,07550-4
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TABLE 19. FORWARD AND BACKWARD SCATTERING AMPLITUDES

=] Ta]
AT T = 10°C, f = 11 GHz, AND o = 90
Forward Bcattering Backward Hoattaring
';::g::’ Vertical Horizontal Vertical Moriaontal
(our} Polarization Polaxisation Polarization Folarismation
Imaginary Real Imaginary Raal Imaginary Imaginary
0.35 -i.8431a- H -2,0300e-8 =2.1558n-8 7 =2,170le-8
0,50 =237 - =-0.5219 ¢ =9,0696.
0.75 =177 5 - 3.0198 5 2,7407a=7
1,00 5.411la-8 -7.291la-6 5.BEEla-5 - 4.5557a-8% 3.3189e-§ l 3585e-5 3, 4148m=§
1,25 9.94320-8 -2,161%a-5 1,1937a-4 - 9.042%0-5% 1.2955e=5 %.7366e-5 1.449%a=2
1,50 1.67600-4 -6.1563a-5 2,04000-4 -~ 1.4273a-4 4.10560=5 1,697de-4 5. 1%40a=4
1,75 2.,3202e-4 =-1.3156a-4 2.8704m-4 - 2.606%-4 B.705%0=5 3.7220e-4 9,0d04u=4
2,00 2,0823m-4 -2.0463a-4 3,521%5e-4 - 4.45560-4 1.072)e-4 1) §.8905a=5
2.25 3.6005e-4 5,51850-4 - §.60590-4 T.99598-5 =-2.1066.-5
2,50 4.5784m-4 T.47800-4 - 8.8034a-4 2.34908-3 -1.7010a=4
.75 5.7273a-4 9,61408-4 -~ 1.1042 =-4,29370-5 -3.6794a-4
3.00 7.02758-4 4 1.,16468-1 -~ 1.3387 =1.2019 -6.3260a-4
3,25 8.18200-4 -6.145%0-4 1.3129e-2 =~ 1.5748 -2.1802 -9,7700a-4
3,50 9.2872¢-4 -1.00698-3 1.348le-2 -2,2684e-2 1.7419e-3 =-3.1330e-4 -1,1694a=3
TABLE 20, FORWARD AND BACKWARD SCATTERING AMPLITUDES
=] (-]
At T = 10°C, f = 11 GHz, AND « = 75
Forward Scattering Backward Scattaring
Falndrop Vertical Horizontal Vertical Worlsontal
trm) Palazization Polarization Polarization Polarization
Raal Imaginary Real Inaginary Real Imaglnary Real Inaginary
£.25 8, OOIIE--'.‘ -2,6441e-E  3.0302e-7 =-1. B!US--B 7.,9211a-7 -2,15688-3 7.9425e=7 -~2.16%Te=6
Q.50 6.4915: =3,2425a-7 ~B.5)i6a-8 6.]1d47e-6
.75 2,238 5 =1.78l6e-6 3,0336a-7 2.1103e-5
l.00 5,439 =7,31l60ax6 3.3315a-6 4.,9618e-5 3.3568a-§
1.2%5 1.007 4 =2.2365e=-% E 1.3142e-5 §,7554e-5 1,5%6813a-%
1.50 1,7049a-4 -6.24738=5 -8,30799-5 4.2752a-5 1.,8997e-4 5.11315a~%
1,75 2,3978a~-4 -1,3315e-4 2.EB920e=~4 -l,E631la-4 2,569)e-4 B.8497e-5 2,7202a-4 8.7604n-8
2,00 2,987Te-4 =-2,0768e—-¢ 3.5582e=4 =2,%183a-d4 4,5800a-4 1.0861e-4 6.3916e-4 6.41040-2
2.2% 3,7855 l =2.Bl4le-4 5.5720e=4 =3.T244a=d 8,01508-5 9.4750e-4 <-3.i256e-3
.50 4,852 =3.7676a~4 7,5753e—4¢ q 1,876Ee~5 1,27558=3 ~1.EB23e-4
2.75 6, 1105!-4 =5,0327e=4 9,74908-4 i -5,8257a-5 1.6132¢=3 ~4.0119e=4
.00 7.5071a-~d =6,6893e~4 1,1836e-2 3 =1,5202 1.,97608-3 ~5.E677e-4
3.35 4 =B.805 4 1,31386e-3 3 -2,7113 2,38078-3 +0561la-3
3,50 =1.10894=1 1,3805e-3 R UiBJ.—J =3,7617a-4 2,4471la~3 -1.4695m-1
TABLE 21. FORWARD AND BACKWARD SCATTERING AMPLITUDES
o] 2}
AT T = 10°C, f = 11 GHz, AND a = 60
Forward Bcattaring Backward Soattering
“';:ﬁ::" Vertical Horlsontal Vertical Horizontal
(1) Polarization Polarization Polarisation Polarization
Real Imaginary Real Imaginary Real Imaginary Real Imaginary
0.25% 9.0128e-7 - 8.0302e-7 ~2,3583e-3 7.9253e-7 -2.1594e-H 7.942fa-7 =~2,1700s=3
0.50 - 6§.53978-§ =-3.J262e-7 §.2314e-§ -E.G678e-8§ 6.3153e- 6 -%,2128e=-3
0.75 - 2.3297e-5 =-1.9777e-§ 2.0428a-5 2.9111e-7 2.5266m~7
1.00 - 5.9597a-5% -7,9552e-6 4.6671e-5 3.26790-6
1.15 - 1.191%a-4 -2,869%5e-5 0.4997a-5% 1.2830e-5
1,50 - 2.0557e-4 -8,0450e-5 1.B5360e-4 4.228e-5
1,78 - 2.94908-4 -1.5284e-4 3.8322e-4 B.67520-5 l 198 4e- 5
2,00 - 4.0366a-4 -2,3002e-4 4.8073e~d4 1.03040-4 6,05450-5
2,35 - 5.7136e-4 -3,7026e-4 7.352le-4 6,5627a-5 =3.7346e- 5
2,50 - 7.7963a-4 -5.6231e-4 §.983)e~4 -1,524fe-5 =2.024
2,78 - 1.0102a-2 -B,4B248~4 1.2740e-3 -~1,27948-4 -4.2528w l
3,00 = 1.2321e-3 -1.24308-3) 1.55978-3 -=2,7d9Ga-4 =-7.501
3,28 1.0430e-3 - 1.401Be-2 -1.74608-3 1.8400e-1 <~4,621%a~4 =1.155
3.50 1,1515e-3 - 1l.4643e-2 <-2.3294a-2 2.0632e-3 2.3374e-2 -1.60

-6,3853a-4
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TABLE 22, FORWARD AND BACKWARD SCATTERING AMPLITUDES
a - o
AT T = 10°C, f = 11 GHz, AND a = 45
Forward Scattering Backward Scattezring
Ralodrop Vertical Horizontal Vartical Forizoneal
et Polarization Polarization Polarization Polazlzation
Real Inaglnary Ranl Imaginary Razl ImAgihary Real Imaginary
0.25 £.01368=7 -2.85044-8 B,02020-7 =2.85681e-B 7,931la=7 =2, B 7.94268-7 -2.1703a=8
0.50 6.5413a-6 -3,2746a-7 6.5992e-6 =-1.3713e-7 6.280le=f =8, B 6,31§08-6 -3.3lé0m=B
0,75 .37 5 =-1,8l05a-6 2.3288e-5 =-1.9664e-8 2.0670e=5 7 2.112%e-5 2,34798=7
1,00 5.625 5 -7.464 6 5.6533e=5 =7.87528~6 4.7775a=5 6 4,979%e-5
1.25 1,08% 4 -2.421 5 1.,189la=4 =2,7837a-5 3,9504e-8 5
1.50 1.948 4 -6,558 5 4 =7.666 5 1.84298=4 5
L.75 2. 7547a~4 -1,3987e~4 4 =1,577 1.0507e=4 5
2,00 3,6652e-4 -2,2119e-4 4 =2,470%a- 1 5,2955e=4 &
2.25 4.9389a-4 ~3,1727e-4 4 =3,6671a-4 B,0554e=4 5
2.50 6.,6423a-4 -4.5E13a-4 4 -5,5300e-4 1,1080e~3 8 1.2972e-2 -1, 1103--4
2,78 8,62650-4 -6.6197e-4 3 -8,50i0m~4 1.4290a-3 4 1.6651e-3 -4, E84de=4
3.00 1.0671e-3 -9.46200-4 3 -1,2562e=3 1.7558e-3 4 2.0293e-3 -!.1‘17!-4
J3.28 1.2516e=3 =1.310 3 3 -1,7750e=3 2.0647e-3 -7,60213e-4 2.3637e-3 =1,261Be=1
.50 1.37940-3 =-1.747 3 -2.40308=3 2.3157w-3 -1.05824-3 2,5937e-3 =1.T619e-3
TABLE 23, FORWARD AND BACKWARD SCATTERING AMPLITUDES
O =]
AT T = 10°C, f = 11 GHz, AND « = 30
Forward Scattaring Backward scactaring
R;:ngF Vertical Herizontal Vertioal Hoxizontal
(mlJ“ ¥olarization Polarization Polarizaticn Polarization
Real Inaginary Rasl Imaginary Ranl Imaginary Real Imaginary
0.25 8.0243a-7 -2.8%54la~8 B,020le=7 =2.B579e=B 7.336%a-7 -2,167le-8 7.3426e-7 -i,l706m-d
.50 6,56968-8 «3.2031s=7 §.55B87e=f =J.316de=T7 6.]1B8He-6 ~9,1795a-8 6.3L67e-6 -9,3997a-d
0,75 2,3032e=% =1.8272e=6 2.22179e=5 =1_B8551 2.0912e=5 2,36220-7 2.11408-5 2,1822a-7
1.00 5,7332ex5 =7.5496e=6 5.0470e=5 2,9537w-6 2,513%a-6
1,25 1,1368e=4 =2.504)e=5 1.lE6de=4 5 },1223a-5
1.50 1.9940w=4 ~6.7175e-5 L] 3,9014a-8
1.75 2.966 =1.4351e-4 4 5 ?.2713a=8
2.00 4.0530m-4 -2,3192a-4 4 7.625408-5 $,8502e=8
2,25 5.6105a-4 -3,3800a-4 4 9.Td5Ta-4 5.71260-§ =3,53250=5
2,50 7.689%a=4 «5,0250a-4 4 1,215le=3 =l.40d4e=4 =2.14258-4
2,75 1,0l04a=3 =7,5570a«4 4 1.5792e=3 =3.57B68e-4 1.6372a-1 -d.B805e-4
3,00 1,25315a-3 -1,11l6e-3 l 3%04a-3 3 1.9431e=3 ~6.3458a-4 2,0805e-) -8.6675%0-4
3,25 l,4618e=3 -1,56E7e-2 1.5335-—3 . 3 2,2735e=3 =1.05300a=1 2,4152e8-1 -1.3574e-3
3.50 1,61008=3 =2,13388=3 1.7115e=3 =2.4676e=3 2.5399%e-3 -1,5290a-1 2,66%2e-) -1.9065a-3
TABLE 24, FORWARD AND BACKWARD SCATTERING AMPLITUDES
o o
AT T = 10°C, f = 11 GHz, AND « = 15
Forward Scattering Backward Scattering
R;::imp Vertical Horigzontal vertical Horizontal
(m',“ Polarization Folarisaticn Polarization Pelarization
Real Imaginazry Raal Imagihary Raal Imaginary Real Imaginary
Q.35 8.02060-7 -2.8567e-8 6,030ls=7 =2.857Ee=8 7,94lla-7 =-2,1695e-f 7.9427a=7 =2,1705e-E
Q.50 6.59506m-6 -3,2066a=7 6.5%84e=6 =3,3125a-7 E.3097%a-E £ 8.1172a=6 =9.457B8a-B
0.%5 2,3208a-5 -1,E304a=6 5 ~l.8469s-6 2.1088e-5 7 2,lid%e=5 2.06508-7
l.09 5.8118e-5 =7,El22a=6 5 =7.6673ar6 4.367%8-5 6 4,9945a=5 2.8045a-6
1,25 1. 1709--4 =2,%618e=~% 4 =2.61058-5 5.7194a-5 6 9,034la=5 1.0051a-5
1,50 1,071 =~6,831 5 4 =6,9757a-5 1.B25la-d S 1,05877a=4 3.583Ba8-5%
1,78 1,122 =1l.461 4 =1,4B558-4 3.422T: H) §.931180-5%
2.00 4.348 =2.383 4 =21,415la-4  5.9907 L) 5.91068-5%
2.25 6.105 =31.532 4 4 ~3.5998m-4 9.2451la-4 =3,2031e-5%
2.50 8. 4526.-‘ =3.3697e~4 B 6615m=4 -5,5103a-4 1,2925e-3 l 3175e=3 =13.1433
2.75 1.1197e=3 =B.2543e=4 1,l463e-] -B.5127e-4 1.6370e-3 1,71838=3 ~5,015)0-4
3.00 1,3917e=3 =1,235le=3 1.4Z3le=1 -1.2777e-] 2.0760e-3 2,11208=3 -%,0535e-4
.25 1.6210a8-3 -1,762%a-3 1,653le-1 -1.Bi6Ba-2 2.41B2e-] . 3 2,45480=3 ~)l.42390-3
1.50 1.78064-3 ~2,4255a=3 1,B075e=3 -2,%162a-3 2.609le-] -1.9022e=3 2,720le-3 ~2.0079a-3
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TABLE 25. FORWARD AND BACKWARD SCATTERING AMPLITUDES
At T = 10°C, f = 14 GHz, AND a = 90°

Baokward #oattering

Forward Boattering

"‘:gﬁﬁp Vertieal Horiwontal Vertioal Horinental
tmen? Polarisation Palarization Polarination Polarination
Raal Imaginary Real Imaginary Raal Imaginary Roal Imaginary

0,25 =6,0610=8 1,30ld8e~6 -§.0843c-0 1.2AK00e~0 ~4.248%6=0 l.i04le=6 =4,21703e=0
0.50 =7.5880e=7 1,0%00e-0 -7,76862-7 1,0013anj =1.1045e=7 l.0l95a=5 =1, 2094e=7
0.75 =4 G6dGest 1,§405e-5 -4, 0d40e-G 3,1656e-5 l.246le=6 1.4170a=5 L.2li%e=6
1.40 =1 9615e=5 0,5678e-5 ~31,7000e-% 7,0861Ga=5 9.9970e~6 0§,27016=5 1,8379e=5
1.35 =5,6133e=5 L #H18Je-4 -7,1950e-% 1,43097a=d 1.3568e=5 1.7826e~4 3,7822e~5
1.3¢ =1, 28950=4 3,036le-4 -1,.3730e~4 2,0190a=d B.El4le=6 1,7500a=4 5,99%1e~5
1.75 3.1364amd  =2,00482-d4 A4, 1203e-d -2,.693%e-4 4,90)4n=4 fiadbdde~5 6,643%e=4 1,3190e~b
.08 4, 1e46a=4 4 6.133le-d -4.5)87and 7, 2BR5e=4 1.2144e-5 9,8960a=4 =1,21008~4
.35 §5.44T3a=4 B,1973e-4 -7, 4%74a=d  9,7)23e=4 =7.33l1la=§ 1,34300-3 ~3,.41d7e~d
4,50 6. 00050-4 9.0748e-4 ~-1,1548e-1 1,217%e~) ~1,797Ce=4 1,6683e=3 =6, 3069e=d
2,75 §,11750=4 =B,615A2=d 1,081le-3 -1,G683e-3 1.4d438e-] =31,1076e-4 1.9135e=3 =1,004%8-3
3,00 9,1025e=4 =1,13380-1 1,0613e-3 -3,1743e-1 1,6138e-] -4.58d%a-4 2,0l80e-1 ~-l,176de-1
1,325 9.9605e=4 ~1,43750=] 0,379%7e~-4 ~2,7463e-1 1,7)07e=] ~5.0750a~d 1,869%e=3 ~=1,6634e-1
1,30 1.035%le=3 -1,6677e~1 7,07098=4 ~3,1064e=3 1,71d406=) =4§,58230«4 1.7000e«3} =-1,70d7%e-1

TABLE 26. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 14 GHz, AND o = 75°

¥orward Hoattering

RBackward Gmattering

ia;gg:gp Vertioal Herisansal Vartimal Herimantal

[y Palarimaticn Polarigatien Folarimation Polarisation
Asal Imaginary heal Imaginary Raal Imaginary Aeal ImAgGiRary

8,25 1.2%4%e-6 -6,0660e=0 1.1624e=8 =6,08fle=B 1,200)e=¢ ~4.2506e-8 1.30317e-¢ ~-4.1766a-0
0,50 1.08l0e-6 ~-7,5608ea7 1.078Be-% ~-7,76802=7 1.002fe~5 ~1,l068e-7 1.0106e-5 -1,923%e-7
0,75 3.607%e-5 ~4,87dfa=f 3 4, 8353e=6 1.276%=56 l,l40Je-8 3, 4l788-5 1.1943a-k
1.80 9,877%e=5 ~-1,000919e58 =3,1911e=5 nig
1,35 1,5980a-4 =5,704%e~58 =7, 1846e=1
1.50 2,3656e=4 =1.287%a-d =1,57106=4
1,75 3,dMle=d  =3,133Ba-4 =3,69330=4
i.00 4,17606=4 =3,200}0-4 =4, 541 0a~4
1.25 5.731le=4 =4,70Q0a=4 «T.473%0=4 1.0115a=3 =7,8000e=} 61304
1.58 T,15508~4 =6.6970a=4 =1,1993e=3 1,27}le-1 =1,0013e=4 =§.TElde=d
.75 R, 4900e-4 =}, 337de-4 1] 1.51340-% =3, 4084e=4 =1.0630e=)
.00 .53 %4and  =1,33900-3 1.7078e=3 =%,1570e=-4 =l.4508e~)
.20 1.031%a=] =1,5378e=-3 =1.7714e-3 1.03968~3 =§,7198e=d =1, T673a=3
1.50 1.04668=3 =1,005le-3 =).23050-3 1.8451le=} «7,3085e=d =1.01l03e=¥

TABLE 27. FORWARD AND BACKWARD SCATTERING AMPLITUDES

(=] =]
AT T'= {0°C, f = 14 GHz, AND o« = 60
Porward Boattering Backward Boatvering
“’::d"g::p Vertieal Horlsontal Vertical Horlaental
Tmm) Polarimation Polarlsatian Folarization Folarlsation
Roal Imaginary Real Imaginazy Real Imaginary Real Imaglnacy

0.39 l.a996e=6 =€,07160-4 1,1024e=6 ~6,0937e~0 1,20l08-6 -4.3%de=8 1,20317e=6 =4.2776e=t
0.50 1,0644e=5 =7,53730-7 1,078%e=3 ~7,7083¢=7 1.0060e-5 =-1.1357a~7 1,0196e=3 =1,24dle=T
Q.78 3,7160e=0 =4,60d2e-6 3,01900-5 =4, A1lBe=§ 3.30f4e~5  1,3306m=§ J,41890=5 1. 185ke=8
l.o0n 9.0104e-5 -2,0044e=3 8,56d6a-5 -1,1G6Re~5 7,75382-9  8,0%70e~§ §,iN6le-% 9, 0675a-6

1,25 1.6197%e-4 -5,847%7e~5 1,83200-4 -7,0)%4e-5 1.50900-4 31,256%e=5 1.790%e-4 3.4799e=5
1,80 $.903de-4 -1.322Te=d  i,B8420-4 -1,55178=d4 3.Dl3da=4 B, 70548=5  3,727%e-4 §5.5691e=3
1.78 1,51906-4 -1.2240a-4 d.3412e-4 -1,6768a-d 5,315le=4 £,1%77e=5 &,6406e8-4 7.2927e~6
2.60 4. 074464 -3, 447604  £,33590-4 -4, 5280e=d  G.00676=4 =7,24680=§ 1,0074e-3 -1.0066e-4
2,18 g.”SOB-C =8.2413a=4 0,5516a~4 -7,4B800a=4 1,0004e=3 =1,30lkped 1,364de-] -3,.8160e~d

+1172e-4 -7.71738=4 1.0900p-3 ~1,169lerd 1.3898e=3 =3,0050au4 1,6958e-1 ~7.l066e=d
2.7% 9.5333e-4 -1,0870e-3 1,1647a~3 -~1,7007e~) 1,6525ev3 =5,1)3Je-4 1,9483e-3 -1,1303e=)
3.00 1.048%e-1 -1,4813a=3 1.1571e-3 ~-d,7B14s-3 1.¥5688=3 ~7T,494%a-4 2,0542a-3 ~-1,5743an}
1.5 1,0960e-3 -1.6337e~3 1,046la-] -2.B391e~3 1,08108=3 =9,7040o-4 3,0L58e-3 ~1,8334a-]
1.50 1.1015a-3 -3,1777e=3 B, 6R0%e«4 -3,3433e-3 3,02398=3 =1,073%e~3 L.8%06e-1 -1.13l0e-3
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TABLE 28, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 14 GHz, AND & = 45°

Ferward Boattering Backward Boattering

Raindrop

Radius Vertieal Horimental Vertical Horimontal

() Pelarimation Pelaridation Polarisation Polarisation
Real Imaginary Real Imaginary Real imaginary Real imaglinary

0.5 1,300%e-6 -6,0790e-1 1,3024e-§ -6.0931e-8 1,281%e~6 =d.28402~0 l.30Merf -4.3704c-0

0,50 1,080le-% ~-7.8386e-7 1,0706e-8 =-7,741Pe-7 1,01072-% ~-1.186l1e-7 1.0290e-~l -1.d6M4e-7

0,75 3. 7535 =4, 6398a-F 3, 8375e-5 ~-4.7795e-& 3, 348908

1.00 .1010 =3.085de-5 §.5fl4e-% -d,.133Te-3 T7T,943%e-5%

1,38 1.702%5e=4 loiddle-d -6,8116e-3 1,59042-4 3.2

1,50 1.¢9812a=4 1, 0%24e-4  -1,5i0le-4 J,dlije-4 &, 5,879

1.73% 1.90368=d 4. 45200-4  «3,6d02e=4 5,7300a-4 4, [ f.62

.00 5,58958=4 6,5 fe=d =d,40730=4 8 Ml0Se=d i, 1.0 1.4l

.23 Ta5171e=4 B, 0068a l.dlige-3 =1, 1.3 FRLLERY

1,50 9. 445904 1,10 1,538%=3 =4, 1.7 7054

.75 1.00M3a=3 =1,3l60a=3 1,3¥ 1,816%e=3 =7, 1.8 P EIT]

3,00 1.l0lle=d =1, 776%e=3 1,1408%0=3 «1,016%e=3 2,017de=) =, 3.1 1.7126e=]

.25 1.106de=3 =-2,2508e~3 1,1553e=1 =-2,9)50e=]1 3,12144=3 =1,442le=]1 32.09¥0e=3 =3,1}030=]

3,5¢ Jolfid9e=] =3,T089e-3 %,004lea-4 ~3,5027e-1 2,16%1a-3 -).fSddRe=] 1.#9088-3 -2.43l17e-1

TABLE 29, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 14 GHz, AND a = 30°

Forward Boattaring Backward Boatterlng

Raindrop voreigal Herimantal Vartieal Horisontal

a.(dmt‘l" Polarimatisn Pelarisation Palarisatien Folarination
Asal Imaginary Real Imaginary RAeal Imaginary Real Imaginary
0.35 1.3014e~t =8.0065er6 1,30dda-6 -4, 0045e=1 =4,3719e=8 1,1030a=06 =d4,3793e-0
0.50 1.070e-5 =7.6759&~T 1,070Se=b «7,72860=" =1,2419e=7 1,0198e=3 =1.d87ie-?
B.75 3. 794988 -4.67Me-f J1,E360e=5 -4,747)e=§ 1,080Be=6 31,42508=9 1,0675e-6
1.00 %,31733e~5 -1.f464a-5 9,58R2e-5 =-1,1p006e=8 8,137%=6 §,J00ke=5 9,073 a-6
1.35 1,7851e=4 -§.1740e-5 1 28T14a=8 1,9766e=3 1,78708=d 2,%567e-5
1.50 2,0794e=~4 =l.4100e-4 13, A0ETa=d 5,577de=5 3,63098=d 5,03¢le-§
1.7% 4. 0070e=4 =2.467de=4 4.3640e~4 =1.8193c-d 3,949%e=3 6,9676e=4  7,3715e=d
1.00 §.dd940=4 =4.008de=d 4.Tilde=d ~d.d6dle-d =9,021%7e=5 1,0iTSe=1 ~l.,4l02a=4
2.25 0.560le=d =6.700e=4 9.2670c~4 ~7.5036e-4 =1, 143%e=4 1.4038e-1 -4, ll%Ge-4
2.5¢ 1.07891e~=3 =1.0%00e=) 1.159le=3 =1.1838e-] =6,44230=4 1.7646a=1 =0 Odda=d
1.7% 1.2420¢=3 =1.038208c-3 1.3120e=) =~1.7633e-3 =1,0653e=3 3.0d16a-1 -1, 3C4de-)
1,00 1.312%+-3 =3.11402=3 1. Jd35e=3 =1,4000e=3 =1.9287a=3 3.1603a-3 =l.0ddde-)
3.5 1,3900e=3 ~=3.0068e=1 1.26772-3 =3,0397e=3 =1,9688e=3 3,1773a-3 =1.3400e=]
3,50 1,314% =3 ~=3,3616e=3 1,11772=3 ~3,66988=3 1.2304e=1 =3,39468-3 I,1048e~} =1,716le-1

TaBLE 30, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, /= 14 GHz, AND &« = |5°

Barkward foattering

Forward foattering

Raig?rap vertloal Hopipontal Vertigal Herliontal

R'(m')“ Polarimatien Pelarisation Poalarisation Polarisation
Real Imaginazry Raal Imaginary Real Imaginary Real Inmaginary
[EL] 1.3031e=¢ =6,0919a=8 1,7024e=& =6,004le-8 1,203%e=§ ~4,2770e-9 l.dddbe-§ ~{.17970-8
0.50 1.0773e=5 =7.7047e-T 1,0704e=5 =7,7188e-7 1.0180e-y ~1,2095e=7 1.,0303a~3 =1,30l7e«?
0,79 1.8339e=5 =4,7030a=6 3,83d9e~8 =4,7117e=f 3J.4168e=d 1.0463e-6 J,4260a-) 1.036Je-8
1.00 9.5082e-5 -32.0517a-5 9.555Ke=5 -2.076de=% B,368Te=5 @,8150e=6 W,3l62e=3 0,792le-5
1,35 L.8450e=d -6.2067e-3 1.06400-4 =-06.393%0«% 1.71%lo=d 4,777le=5 1,757la=4 2.,7673a-%
1.40 3,0174e=4 =l.4dlle-4¢ ],.052%e-4 =l,d6l%e-4 3,317do=d4 §,014%9a=5 3,60l3e~4 +.0650e-5
1.7 4,570%e-4 -1.5%60a-4 4,64%le-4 =-1,9990-d 6,41780=4 1.4797a=§ 6,5336a-4 ¥,565%a-6
4.00 §, 794004 -4,3390e-4 £.8904a-4 -4, 4376e=d 1,0015e=) ~1,2615a=4 1,0007e~) -1.4061la-4
3.28 #oHgla=d  =7,2800e-4 0.5330e-4 -T.80%9e=d 1,390de=) -3, 814Be-4 1.4103e=) -4, 10Mde=d
1,50 1,1707e=3 =1,1€%0e~3 },d00le-3 -1.2025e=3 1.7676e=) o7, MSHe=4 1,791Be-) -N,3libe-4
1.7% 1,38060=) =1,720%c=3 1,36%3e-3 +«1,786de=3 3,0603a=)1 ~-l.393fe-3 1,0708e=) -1,360la=}
3.00 1,4008e=3 =2,3683a=3 1,4174e=3 =3, 4d%80=3 3,224da=] ~1,05lN6=1 2.2304e~) -1,9308e=)
1.2% 1,0504e=1 =3,01708=3 1,3832e=3 =),1ldde-) 2,2554e=1 =21,3854a-3 1,24060-) -2.4402a-3
1.8 1,2417e=3 =1,6473a=3 1,31308=3} «~3,788)o~] 3,230da=] =2,01030=3 2.10bde-] -2.9371e=3
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TABLE 31. FORWARD AND BACKWARD SCATTERING AMPLITUDES

(e} (]
AT T = 10°C, f = 19 GHz, AND o = 90
Forward Scattering Backward Bcattering
R;::g:gp Vartical Horizontal Vartical Horizontal
() Polarization Polarization Polarizaticn Polarization
Raal Imaginary Real Imaginary Raal Imaginary Real Imaginary
0,25 2.3954a~5  ~1.5782e=7 2,40238-§ <-1,5865a-7 2.3497a=6 =1,0047e-7 2,3566e-6 =-1,01l%a-7
0,50 1,9763a-5 ~2,1955e«§ 2,01l1%8-5 -2,25506-6 1.84317e=5 «1,0175&-7 1.3778e-5 -1,2677a-7
0,75 E,8413e-5 ~1.4410e-5 7,1497e-5 ~1,52778-5 6,165)e=5 4,47598-5 6.465%60-5 4,4005a-6
1.00 l.5424e-4 -5,8407e=5 1,6517e-4 =-6.454le~5 1.559%a=4 2,42879-5 1.7399e-4 2.3251la~5
1.25 2.4552e-4 -1.3423g-4 2,9584e-4 ~1,6575a-4 3.1222e-4 3,949 3 3.9217e-4 2,37768-5
3.50 J.6904e-4 -2,539Be=¢ 4,76938-4 =~3.42126-4 5.6266e=4 8,481 8 7.2l67e-4 ~-7.50508-5
1.75 5.087%a-4 -4,300le=4 6.Y614e-4 -§.553le-4 B.3289e=4 =1,l00 4 1.0603e-3 ~-3.1B440-4
2,00 6.41698-4 —-6.6885e=d B.0E76e-4 ~1,1080e-3 1.078le=3 =2.644 4 1,3308e-3 -6.5893e-d4
2,25 7.50730~4 -9.604da=4 B.05E -1.6328e-3 1.26340=3 =d.3B2le-4 1,4604e-3 ~-1.016%5e-3
.50 8.1580e-4 -1.2785e-3 6.8720e-4 -2,1264e-3 1.3542a=3 =5.964%e=4 1.4l45e-3 -1.2766e-3
2,75 €,472%e-4 -1.5936a-) 5.5642e-4 -2,5499e-3 1.3353a-3 -§.8389e=d4 1,2606e-3 -1,3603e-2
3,00 £.857la-4 -1.BB67e-3 4,67B2e-4 -~2,9346e-3 1,201%a=3 =£,7072e=d 1,0206e-3 -1.2366e-1
3,25 §.50899e~4 -2.1762e-3 4.568le-4 -3,3569e-3 9.6l95a~4 =5.625Be=d 7,3515e-4 -9.0260e-4
3,50 1,1025e~3 -2.40l4e-3 4.502le-4 -1.850B8e-3 5.5932a-4 ~2.9454e=d 3,0669e—4 -3,3672a-4
TABLE 32, FORWARD AND BACKWARD SCATTERING AMPLITUDES
=Fal =]
AT T = 10°C, f= 19 GHz, aAND o« = 75
Forward Scattering Backward Scattering
Ralndrop Vartical Horizontal vertlcal Horlzontal
rm) Pelarization Polarization Pelarication Polarization
Real Imaginary Raal Imaginary Raal Imaginary Raal Imaginary
0,25 2.3558e=6 ~1.5787e-7 2,4023a-6 -1,58§44-7 2.3502e-6 =-1.0052e-7 2,356€e-6 =-1,0ll6a-7
0.50 1.9766e-5 =2.198%e=6 2.0l1l8ae-5 -2,2538a-6 1,.8462e~5 -1,0252e-7 1.98779e-5 ~1.3067e-T
0.75 6,861Be-5 ~-1.444le=5 7.1486e-5 -1,5250a-5 E,1B874a-5 4.4769e-6 &£.46740-5 4.33340-6
1.00 1.5524e-4 -5.890%e-5 1.674)e=4 -€,44508-5 1,5717a-4 2,3%73a-5 1.7190e-4 2,2890a-5
1,25 2.50500-4 -1,364%a-4 2.97083e=4 =1.6600e=4 3J.1l764a—4 4. 5 J,92dle-4
1,50 3.76208~-4 ~2,6006m-4 4.7598e-4 ~-3.425le-4 5.768le-d 6 7.2363e-4
1,75 5.25950=4 =4,46060-4 §,8267%e- l 0.6074a-4 .05568-4 1,0732a-3
.00 G.64EQa~4 =7.0227e=4 1. 12130-3 -3.7227a-4
2.25 7.586Be-4 ~1.,0l47e=3 1.3218

2.50 B.2446e-4
.75 B.4957e-4
3,00 6,80998-4
3,23 9,45408-4
3,50 1,0848e-3

~1.352 3 -2,1445e-3 1,4289 3 1.42758-3 -1.3322e- J
-1.6736a=3 =2.5756m-3 1.1215--3 1.2660-3 -},43llae-1
~1.9875a-3 =2.9688e=3 1.3230e-3 1,0383e=3 «1,32008=)
-2,1923e-3 =3.3472e~3 1,l232a-3 7.EQ54dewd  ~8,92E0m=4
-2,5475a-3 4, 6841--1 =3,9088e~3 4,2534a-4 -2,6583a-4 5,0763e~4 ~4,2062e=4
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TABLE 34. FORWARD AND BACKWARD SCATTERING AMPLITUDES
[+
AT T = 10°C, f = 19 GHz, AND a = 45
Forward Scattaring Backward Gcattering
R;lzirnp Vartical Horizontal vartical Herizontal
'(m;" Polarization Polarization Folarization Polarization
Real Imaginary Real Imaginazy Raal Imaginary Real Imaginary
0.2% 2,3988e~6 =1,5020e=7 =1.5861le=7 2,3532e-§ -1,0086a-7 2.)566e-6 -1.0121e-7
(1] u2,2l658-6 =2.24624=6 1.8616@~5 -1.235%a-7 1.87868-53 =-1.41lde-7
0.7% =1,4637e-% ‘J 14768=58 ~1,50708=5 6.3258¢=5 4.23280-6 6.4756e-3 4.0675e-§
1,00 =6.020le=5 1.6813e=4 =§.31720~5 1.6393a-4 2.2317a~5 1.7182e-4 2.1372a-5
1.25 =1.46956=4 J1.0516e=4 =1.6287¢-4 3,4E85e-4 3.6%62a-% 3.8B700-4 2,1299a-5
1.50 -2 94838~4d 4,9895@=4 ~3,39d6e—4 6,5030a-d -2.424Be-5 7.165le-d -8,i1585e-5
1,75 -5 7.2271a=4 -6.5911le-4 9.5225a-4 =2.0330e-4 1.0965e-3 ~3,4405e=4
2.00 - B.862%a~4 =-1.13698-3 1,2908a-1 <-4.B49Be-4 1,2950e-3 =~7.4l66e-d
2,25 - 9,1671a-4 =-1,7035e-3 1,5119==1 -8.1206s-¢ 1. 5125--3 =1,1B62e8=]
2.50 - E.2275a-4 -1.256le-3 1.61l03a-3 -1.1Q075e-3 -1, 55(5--!
2.75 - 6.8473a-4 -2.74Bde-3 1.61268-3 ~-1.3Q89e-3
3.00 - 5.7985a-4 =-3.2026e-3 1.549Bm-3 -1.3817¢-3
3.35 - 5.399la-4 -3.67Ble-2 1.4435e-3 -1,3104e-3 1.06 3
1,59 9.10798-4 <-3.515Be-3 5.24072e~4 -4.2484e-1 1,4025e-3 -1,0299s=3 9.4757¢~d ~-1. 2421--]

TABLE 35. FORWARD AND BACKWARD SCATTERING AMPLITUDES

o 5]
atr T = 10°C, f = 19 GHz, aND o = 30
Forward Scattering Backward Scattering
Faindrop Vertical Horizental Vartical Horisontal

R‘(g;" Polarization Folarisation Polarizaticn Polarization

Reai Imaginary Real Imaginary Real Imaginary Raal Imaginary
0.25 2.4005e~6 6 -1.5859e-7 1.3545e-§ =-1.0105e-7 7
¢.50 2.00248-5 5 -2.24lBe-6 1.870%a-%5 -1,387 T
0.75 7,0702a=5 ~1. 4750.-5 5 =1.4967e-5 6.4045a-5 4.,04470-6 €
1,00 1.652Be=4 ~6.09478=5 4 =6.24238=5 1.6776e-4 1,1050@-4 E)
1.2% 2.54723e=4 =1,5268m=4 4 -l.60f6e=4 3.6504a=4 2.50430=5 5
1.50 4.82498=4 ~=3.1470e=d 4 n3.3713e~d4 6.8947a-4 -4,9912a-5 H
1.75 7. DIDS.-C ~6.0193e=4 4 =6.596le=d4 1.05958-3 -2.7420a-4
2.00 =1,036 3 4 =1,14%Be=3 1.3824e=) =6.342 4
2,25 =588 3 4 +1,73%2e=3 1,3846s=] =1.05E 3 3
.50 -2,103le-3 3. BBBII 4 -2,3219e-3 1,6523e-1 =l,4d0 3 3 3
2.73 -2.60490-3 7.5107e-~4 -~3.8554e-3 1.6252e-31 -1,71%2e-3 3 3
3.00 ~3.07678=-3 €.35438-4 =-3,3500e-3 1.5454e-3 -1.862le-3 3 3
3.25% 7,3648a-4 ~31,555la-3 5,7334e-4 -3,B5Bla-3 1.4555e-1 -1.B86§0le-3 3 3
3,50 7.40378~4 -4.1045e-3 5.3836a-4 -4,4712a-3 1.4565e-3 ~1,705Fm-3 1.141lle-3 -1.B316le-3

TABLE 36.

TABLE 33. FORWARD AND BACKWARD SCATTERING AMPLITUDES
& led
AT T = 10°C, /= 19 GHz, AND a = 60
Forward Ecattaring Backward Saattsring

Faindrop Vertical Horlsontal Versical Horisontal

(min} Polarization Polazization Polarization Polariaation
Raal Imaginary Real Imaginary RAeal Imaginary Real Imaginary
0.35  2.3971a-5 ~-1.580le-7 i.40238-6 =-1,5H63a-7 2,3515@-6 ~1,0066e—7 2.3566m=6 =1,0llBa—7
0.50  1.9850e-5 -2,2060s-6 32.0l17e-5 =2.2506e-6 1,E527e-5 1.87626-5 =-1,3647a-7
8.75  6.9176e=5 -1,45248-5 7,14820=5 =1.5174e-5 6,24530-3 6.471ls=5 4.221Ra-§
1.00  1.5800e=4 -5,04538-3 1,6773e~¢ =6.3910e-5 1,5005e-4 1.71908=d4  2.2147a-5
1.35  2.6302e=4 -1,4103e-4 1.0053e-4 =-1.64808a-4 3,111%e-4 3.8123e=4  2,232%aa%
1,50 4.0604e=4 -2,74898-4 4,879Ha~4 =1 4l4Be-d4 6.0510e-4 7.284le=4 =d.2606a-%

1,75  5.7330e=d -4,B77la-4 6.3543e=d4 =6.501la-4 39.1965e-4 1.0B33a=3

2,00 7.2354a-4 -7,5057#-4 3.4667¢=4 =1,1237a-31 1.20358-3 1.36608-3 =7,098la-4
2.25  2.2010e~4 -1,1589-3 B.6232e~4 =1.6685a-1 1,4153e-) 1.458le=3 -1,1145a-2
2.50  3.5356e-4 -1,5477-) 7.5876a~d4 =2.1910e-1 1.528ls-3 1.4E748=3 «1,41038-)
2.75  3.529%-4 -1,3183e-3 6.1932e-4 =2.6468e-3 1,3189e-3 1.32326-3 =1,5743e-3
3,00 9.6220e-4 -2,2674e-] 5.2381le-4 =3.064de-3 1.46396-3 1.12348=3 =-1,51408-3
3,25 9,1341e-4 -2,61B00-1 5,008Be-4 =3.51lde-3 1.31§58-3 9.07878=4 «1,240Ba-3
3,50 1.0273e=) -2,34928-1 4,9700e-4 =4.0456e-1 1.1566e-3 7.15878=4 -7,3254a-3

FORWARD AND BACKWARD SCATTERING AMPLITUDES

-]
AT T = 10°C, f = 19 GHz, aND o = 15
Forward Soattaring Backward Scattering
R;igﬁ':p Vertical Herizontal Vartical Horlzental

{iezn) Polarization Polarization Polarizaticn Polarization

Imaginazy Real Imaglinary Real Imaginary Raal Imaginary
0.25 i =1,5852e-7 2,40229-§ -1,5B5Be-7 -1,01208=7 2,3546s=5§ -~1.0125e-7
G.50 & ~2,2345e-6 2.01l120-5 -2,2386e-§ -1.507 7 1.,8792e-5 =1,53748=7
8,78 5 =1,4833e-5 7.1467a-3 -1,4B891a-3 J3.892 6 6.4825a-5 1.8626m=6
1.00 4 =6,14940-% 1.6832e-4 -£.18330-% 2,004 % 1.,7160e-4 1.98708-5
i.25 4 -1,56B4de-4 3.13l3e-4 -1.5B9Be-4 2.26050~5 3.833le-4 2,0139%e-5
1.5%0 4 -3.1927e=4 5.1799e=4 =2.3530a=4d =7.09068=5 7.2693e-4 -7.9682e-%
1.7% 4 =6,44208=4 7.6378%a=4 =6,59748-4 =3,3088e=4 1.1192e=3 ~J.513Ge-4
2.00 4 =1,l28%e-3 9,.5725e-4 -1.159 ) 4 1l,448la=2 =7.8932e-4
2,28 1 -1,71B7e-3 1.0150w-] =1.7658e-1 3 1.6248e-3 -1,303Sa-2
1,50 4 =-2,115le-1 9.388%e-4 -1,37490-2 3 1.6418e-2 -1.7691e-2
.75 4 -2,06%92a-3 3.0213e-4 -2.%372e-2 3 1.5597e-1 =-2.1113e-2
3.00 4 ~3.3900e=3 6.758T7e=4 =2.46408=-2 3 1.4393e-3 ~-1.31i3e-)
1.35 §. iﬂi!c-l =3,3170e=2 5.942%a=4 =1,9987e=1 . 3 1 1,3187e=3 =2.3633m-3
3,50 5, 904Ta=4 =4,54940-1 5,3898e-4 -4.6477w-3 1,3672e-1 -2,2867w-3 L1.2610e=3 =1.3253e-1
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TABLE 37. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f' = 24 GHz, AND & = 90°

Forward Boattering Baokward Beattering

'ﬁgﬁgp Vertical HoFitental Vereloal Horinontal

™ Polarisakion Selarivation Pelarigation Palariiation
Real Imaginazy Real Imaginazy Heal Imaginary Real tRaginacy
0.48 3,0200e=6 =1,2672e-7 3,0360e=6 =1,2841e=T 3.73708~6 =1.0540e=7 1.T4T0e=i =1, 90Nie=?
0.50 1,1807e=8 «d.0i80e~6 3,2404e=5 =8,061%e~6 1,958G5=5 =§,97Ge=0 J.01idde=5 =1,33080=?
&.78 1,0000e=4 -1,28408e-5 1,1d95e=4 =3,4N36e=8 1,034de=d §.1019¢e=6 1.0860e=4 7,7467e=§
1.00 d,2933e~4 +1,1790e-4 I,49930=4 =1,301le-4 1,7551e=d 1.8744e=5  3.03l6e=d 1,1715e=0
1.49 3. 004de=4 «3,4987e-4 4.3BE7e=d4 =3,1797e=d 5.100le=d =3.5900e=h G.d730e=d =9,40R0e=)
$.50 5.0880e=4 =4 H020e-4 6.137le=4 =6,983le=d 7,81738=d =1,76Gig=d 9.64738=d =3,00ige=4
1,78 G, 180004 =7, 8418c-4 §.57HEe=d =1,195de=3 1,001de=1 =3,7679e=d 1,1idNe=1 =7,410le=4
1,00 6.763le=4 =1,117de-1 6.6152e=4 =1,G681%9e=3 1,88428-1 =5,5885e~d 1,10278=1 =1,013Be=)
1,34 To0dGbe=d =1.437de-3 (.276le=d  =3,0900e3 1,05308=1 =6,d6dje~d 6,3053e=d4 =1,80ifa=1
1,50 Tiddlie=d =]1,747de-3 3.0108e=4 =2.4780e=3 0,%0G85=4 <5.96i6e=d4 7.ddMde=d =9,lfide=4
2,78 8,4396e=4 =3,063%e-3 d.1367e=k =2.941dex3 §,08868=d4 =1,86738=4 .51GDe=d =d,983jexd
3.40 §,986%e=4 =7.4434e-1 4.367e=d =3,5492e=3 1,37806=4 =1,9016e=5 3.18MFe=d 1,41i6a=4
1.38 1,1579a=3 =3 ,8308e+1 3,796)e=d4 «4,2630e=3 =1,6012u=d 4,47936=d 98,3470} H.96dle=d
3.50 1,344de=d =3,36dle=1 1,17i0e=d =d.9495e=3 =5, 0803u=d §,783%=4 1,3770e-4 1,5773u=)

TasLE 38, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 24 GHz, aAND o = 75°

Forward Boattering Baekward Bodttering

ﬂgﬁ;ﬁg" Vereieal Horimental Vertival Horidental

Ire} Palarigatien Polarimatieh Polarivation Pularination
Heal IRAFiRary heal Imaginaey Heal Imayinary feal Ithaginary
€.15 1.835%e=¢ =3.168de-1 =3, 2038e=7 3,737%e=d =1,0888e=? 3,74%0e-6 =il,béNGu=?
2,50 3,10688~5 =4.8250e=§ =5, 8490e=8 2.9636e=5 =7,1602a=8 3,0ld4e=5 =1,1133e=9
2.75 1.0819e=4  =3,7924e=5§ =3, 4770e=5 1.0178a=4 B,1600u=8 1,08%le=~d 7,606%e=€
i.00 2.3100e=4 =1,i8]100=4 -1,3886e-4 3,7754u=4 1.8530e=3 3,03d4e=4 1,6063e=9
1.25 1,6391e=4 =1,881G8=d «3, dkdBe-4 5,21HBe-4 =-1,9315e=5 &,2046e=d =9.4000e-5
1.50 8,1807e=d =4.B6d%a=4 =7 0idde=d B,1773p-4 -1,7158e-d4 B.606ie-d -3,HdBGe-i
1.79 §.30d6e=4 =#.173da-4 =1,3613e=3 1,0d38 J70B4E-4  1,1348e-3 ~-7.5B67a-d
1.00 6. 7850e-4  -1.1601e=1 =1, ff40e=] 1,1548 =§,64d3e4 1.1182e-3 =l1,0ddlae=1
1.25% §.9030e=d «1.50308-1 =2, 1life=31 1.1376 §.5600e=d4 9.8017e=d =1,126fu=]
1.50 T.331lie=d «1.019He=} «3,5036e=1 1,005 .00 7du=d  7.5100u=d =9.504Je=d
1.75 8,d98%=4 =3,1803e-] =2,97188=1 7,89 3.973e=4  5.103Je=4 =3.5595e=~4
i.00 §.7d34e=4 =2,54B80~3 =3, 9000e=1 4.54 1.,9723e=3 3.313%e=4 #.0T8Ge=§
1.35 1,1303e=1 =).04040-3 =4,1863u=3 1,25 8,0228p=4 1,75356-4 8, 404da=4
3.50 1.39%4de=3 =1,50680=3 =4,0063u=3 =1.45 1,09148=3 3,710de=4 1,5047e=3

TanLE 39. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 24 GHz, AND a = 60°

Forwerd Buattering Backward Heatsering
n;:gf::p Vertieal Rordisontal Vertigal Hariseatel
(tran) Palarisation Polariration Polagimation PFolarisatian
#eal Imaginazy Heal Imaginary Real Hraginazy Real Imaginazy

G.45 3,0477e=8 =1,2710e=7 J,0380e-6 =3.7B368=7 9,7997¢=0 =1,9586c~T7 1.74The~E <~1.96Y0u-7
0.50 3,1968a=5 =d,§4lde~6 3,7402¢=5 =5.041%5e=8 1,9734¢=5 =g,079%5c=0 1.0l30e-B «l.4i97a-7
0.75 l.093da=4 =3,313%e=5 1.l1300e-4 =3,461B8u=5 1.0480e=4 T.98250=6 1.0073e=d  7.30)la=s
1.00 d.J5k0e=4 =1,1974e=d 2.8110c-4 =1,Q930u-4 d.8204e=4 L. 8790e=3 3.0)3de=d  9,7008a-8
1.28 3.84450=4  -i,EHGRe=4 d.ddDde-4 -2,27838-4 5.4707a=d =i, 844Ba=3 B,3l22e=d =9, d8d3a=)
1,20 5:53078=4 =5,3847¢=4 §.)386u-4 =-7.038lu~d4 B.657%a=d =2,010%e=d §,711fg=4 =1, 9128u=d
1.73 £,62500"4 «§,0432e=4 §.026leed -1.31478-1 1,107de-1 =4,81dée=d 1,156le=} =7,0530c=4
2.00 8.9200uwt  «l,2994e=3 £.0840e-d -1,72490-1 1,2256e=1 =&,7078a=4 1.1563¢=3 =1.1021e-]
2.35 6,040la=4 =1.67072-3 4,8473Je=d =2,18iHo=1 1,3260e-3 -H,0li6e-4 1,017B¢-3 ~-1,2226u~)
2,50 §.99806=4 =i, 0199e-3 4,211le~d =2.3724e=1 1,13i1g-3 =7,7472e-4 B,2793e-4 =-1,1081e-3
1,73 7.7358e=4 =3,36950-3 4,3608e-4 «3,0813e=3 9,5860e-]1 -5,73i9%e-4 &,206da-4 =7,4160e-i
3,00 9.0366e=4 =1,81l4g-3 4,66lda-4 =-1.6€3Je=] 7.4262e-4 =],9)d3e-d 4,9978e=d =-1,4107e-4
3.d8 1.0427a=3 =1,3703e-3 4,1287e-4 =-4,3G0%¢~1 5.1912u=4 1, 4)66p=d4  5.d163e-4 5.9108e-4
3,50 1.1754e=3  =1,89716~3 2.4517e-4 =8,1227¢=31 3.9ld8u=d 9,065  7.0706e-4 1,2l6He-]

TaBLE 40, FORWARD AND BACKWARD SCATTERING AMPLITUDES
At T = 10°C, f = 24 GHz, AND o = 45°

Frorward Hedtiering Bavkward Heattering

Rgéggzgp Yertieal HorLeontal Vereigal Herimental

ety Polaridatien Polarimation polarivation Pelarisation
foal Imayinary Heal Tmayinary Hanl IMdginasy Heal Imaginary
8.35 3.830de=6 =31,27480=7 3, H8159m=8 =1,203dm=% 1,7425a=§ 4, 74798=6 =1,96%4e=7
9.58 3.3112e=5 =4,9640e=8 3,3400a0=5 3.01500=5 =1.5076e=7
9.78 1,1063e=4 =23,3416e=5 1,1307a=4 L, 0ik0n=4 7.1i80e=8
1,60 4,.4187ecd  =1,31480=4 3,3281n=4 1,0308e=4 B.Gi2e=8
1,48 4,1d57e=4 =3,05000=4 4,92338-4 =3,3636p-4 §,77980=4 G.3d38u=4 =9,37iFu=3
1,80 5.8877a=4 =5,9566e=4 &,934da=4 =7,0E80==4 9,30Hd0=4 B, 84G5u=4 =],9730e=4
1,78 7.0685e=4 <1,0241e=3 7.3620=sd4  21,3318e=3 1,190de=3 1,1060e=1 =0,}763o=4
4,00 T.b8a7e=4 =1, 4015e=] (.49938=4 <1,7897e<3 1,39B5e=3 -A,%iede=4 1l,1862e-3 =1,17¢%0=)]
d.35 =1,80382=1 5.253fe=4 =3,2340e=3 1,375Be=) =l,048be=3 1,0054e=3 <1,3516e=1
.58 =d,3003e=3  4.513Je=d =3.6715e=1 1,303%e=a] =1,06B6ea) U,28430x4 =1,31lbex)
.75 -d,7d37e=3 4,500de-4 -3,1468ex] 1,087dw=) =9,0413s=d 7.7350ecd =1,8372e=)
1,80 =3,8370e=3  &,770de-4 -3,7H39e-3 9, EEdGe-4 =5,5175e-4 G.9008s=4 =5,333de-d
3.28 Hildem=d 4, 5418e=4 -4,51BEc-31 H,9903e-4 =3, 806de-5 7,5801s-4 1,2744e=¢
.50 8, 6806a=1 4543e=3 J.1264e=d4 =5.3042e=3 Y.77ebe=4 9,7703e=4 1,00008~3 H,03318=4

TABLE 41. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 24 GHz, aAND o = 3(°

Furward Beatterlng Baskward Beattering
R:iggfep vertigal Horimontal Vereigal #origontal
pist polarisatien Polarimatien Polarimation Bolarinacien
Real Imaginary Reai Imaginazy Rual Imaginary Adal Imaginary

3,8333e=6 =3,3706ex? =3,302de=T 3.74B3u=6 =1.0666e=<7 31.740C8=6 ~1.U70le~7
=5,0211e=6 1.0037w=5 =1.505le=7 1.QLl008=5 =1,71¢la=?
=3,41008=5 1.079d5=4 7.117%a=¢ 1.0003a=d O ,0003e~§
=1,3730e=4  2,9603e=4  1,0477e=5 1,0dids-4 7,71idde=6
=1, 24626-4 &,0640u=4d =E,47406=0 &,)dN7e=d =§,1127e=5
=7, 8076=4 §5,60786=4 =1,2030e=4 5.870le=~d =d4,01l6de=4
=1,390%6=3 1,3160e=5 =7,21306=4 l.ilG6e=3
=1,811de=5 1.398%c=3 =1,0004e=3 1.01433e=1
=d,3102e=3 1.373%e=3 =1.3379e=3 1.1535e=3
=3, 776%e=3 1.1069e8=3 ~1.30978=] 1.0d53e~3
=3,2914g=3 1.106%=3 ~l.306le=3 0.04d7e~d
=3,913de=3 1.0433e=) =1.0057e=3 DB.dG66c-4
=4, §50e=3 1.0563e=3 A4T93e~4  9.03506~4
~5.4039e~-3 1l.@700e-3 1, 155%a=1

ii50=4 =1,i4ijp=4
Blie=d =3,047%e=4
§98e=d  =6,53026=d
Ad2e=d  =1,1451e=3
Jdde=d  =1,06872a=1
9iie=4 =3.1431e=)
3
1]
i

O0g=4 -3,58978=1
§7¢-4  ~3,0690e=1
6u=4 ~3,6137e=1
Thda-4 -4,30568-]
§53e-4 ~-5.0474e-)

O o 5 G 4 G 5 W i < ik

TABLE 42, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 24 GHz, AND o = 15°

Forward Beoattering Bavkward Heattering

Rg:g::gp Vertical #orinencal Vertieal Hozimohtal

(mm) Polarivation rolarination Polarimation Pelarigation
Hwal Imaginary Real Imaginary Real Tmaginary Real Imaginary

0,38 3,8300e=6 =3.2014e=7 =4,d858=7 3,74Tda=8 =1,9885a=7 4,74808=6 ~l,9705a=7
0,80 =5.0047a=5 =53.0136e-t 1,01138-3 =1,7826e-7 3,01708-3 =l,H345u=?
0.8 =3,39158~5 =3,404%=8 1,00%08=4 &.761Ha=8 1,04838-4 5.,6905unb
1.00 =1,3a687a=4 =1l.16Tdu=4 3.0080a=-4 7.0876u=6
1.18 =3, 1739ar4 4 6.3603u=4 =9,.0862a-8
1.50 =6,931 764 1.0003e~3 =4.0190a-4
1.7% =1,334%a-2 1.2406=) =R.8064a-4
2,00 -1,008%a-3 7.3581le~4 1.2964u=] =1.2087a-)
2.45 =2,3224a=1 5, P054e~4 1,2401p=] =1.5%2fe=2
2,50 =2,8074a=2 1,1472u=] =1,7021e
d,73 =1.32075=-1 1,08880=3
3,00 =3.9380a=3 1,004%a=1
3,29 =4,5620a=1 l.0402a=1
3,80 =5.5130e=3 1,2)83u=3 =5,27da=d
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TABLE 43. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 28 GHz, aND a = 90°

Forward Scattering Backward Boattering
Raindrop vertical Horigontal vertical Horizontal
“'(;‘:;\‘)“ Polarization Folarization Polarization Polarization
Real Imaginary Raal Imaginary Real Imaginary Raal Imaginary

0.25 5.20778-6 -5,2704e-7 5,2227e-6 -5,29748-7 5,0727e-6 =-3,0482e-7 5,0874a-6 -3,0695e-7
0.5%0 4.35608-5 -§,3548e-6 4,4353e~5 -B,5B18e-6 4,05828-5 ~-1,328%e-? 4,l35da-5 -2,2666e-7
.75 1.4435m«4 =5.4H46e-5 1,4874e-4 ~5,8373a-5 1,4709e-4 B,7473e-§ 1,5720a-4 6,9E540-6
1.00 2.9622e~-4 ~-1.8523e-4 3,2353a~4d -2.0B22¢-4 3.B6Z2%e-4 -1,4684e-5 4.2302e-4 -3,2720e-5
1.25 4.3623e-4 =-1.900le-d 5,128%e-4 -5,31B3e-4 €,4321e-4 -1,3269e-4 7.6l73a-4 -2.6479e-4
1.50 5.5007e-4 =7,11l3e-4 5.7055e-4 -1.0l63e-3 B.652de-4 -3,5177e-4 05,495le-4 -6,2B26e-4
1.78 5.9417e-4 -1.058le-3 4,749la-4 -1,4dB7le-3 9.4410e-4 -5,4122e-4 9,2llle-4 -B,8E05e-4
2,00 6.16E08-4 -1.3796e-3 3,5640e-4 -1,8B28e-3 B.7207e-4 -6.0955e-4 7,4906@-4 ~3,l16568-4
2,25 §,71040-4 -1,6987e-3 3,5337e-4 -2.2869e-3 §.,7325e-4 ~5,0089e-4 5.3280e-4 <-6.9150e-4
2,50 7,9780e-4 -2,057§e-3 3,906%a-4 -2.809Ze-3 3.5983e-4 -2.1188e-4 2,860le-4 -Ll.7603e-4
2.75 9.581%e-4 -2,5137¢-3 3.66008-4 -3.479%s-3 -1.16288-3 2.5516e=4 1.34d2e-4 5.29750-4
3.00 1.0872e=3 -3,0656e-3 2,16508~4 =-4.1906e-3 -3,4857e-4 8.19538-4 1.3781le-4 1.2153e-1
3.25 1.1444e-3 -3,665%a-3 6,9962e-5 =-4.0716e-3 -5,98B6e~4 1.3132e-3 1.§913e-4 1.5666a-1
3.50 1.2232e=1 -4,1694e-3 =1,01448-4 -5.5060e-3 -7,9453e~4 1.55798-1 1.6423e-4 1,72968«1

TABLE 44. FORWARD AND BACKWARD SCATTERING AMPLITUDES
aT T = 10°C, f = 28 GHz, AND o = 75°

Porward Scattering Backward Scattering
Raindrop Vertical Horizontal Vartical Horizontal
Ra(g;;u Polarization Polarization Polarization Polarization
Real Imaginary Real Imaginary Real Imaginary Real Imaginary

0.25 5.20878-8 -5,2720e-7 5.22260~-6 -5,2372e-7 5.0737e=6 ~3.0497e~7 5.0874e~§ -3,0700e-7
0.50 4.3612e=5 =8,3654e-§ 4,4352e-5 4,0639a-5 -1,36685e-7 4.136le=5 -2.4003e=7
2.75% 1,4493a~4 =5.5190e-5 1,51106-4 1.,4776a-4  B,4065¢—6 L1.5492e-4 6.93178—6
1.00 2,9853a-4 -1.0652e-4 3.2403e-4 3.0926a-4 -1,5337e-5 4.2315e-4 -2.3987e-5
1,25 4.4460a-4 -4,.0052e=4 5.l646a-4 6.61368a-4 -1,2457a-4 7,6633e-4 -2.6487¢—¢
l.s0 5.5792e-4 -7.2587e=4 5.78%la-4 9.0083a-4 -3,4685e-4 9.5950e-4 -£.3580u-d
1.75 5.,3415e-4 -1.0982e~2 4.68914s-4 9.90948-4 -5.4016a-4 9,38l36-4 -3.0779a-4
2.00 6.,05440-4 -1,4340e-] 3.E819%e-4 9.5501le=-4 -6,0726a-4 7.635Be-4 -9,4355a-4
2.25 6,5773e-4 ~1,757B8-2 3.576He=4 7.30380 5.6489a-4 =-7,2169
2.50 7,7677a~4 =7,1298e-1 3,5El2e-4 5,2719e J.4B37e-4 =-2.1563
2,75 9.29598-4 ~-2,60080-3 3,E425e-4 2.1Bl6a-4 2,4520a=-4  4.%543
3.00 1.0516a-3 -3,16968=-] 2,56450-4 =5.7044e-5 3,0336a-4 1,195%a-3
3,25 1.1197e-3 -3,7802e-3 8,59628-5 - ~2,5118e=4 1.4135a=3 d4.1636e=4 1.6678e-1
3.50 1,2026¢=3 ~4.3160a-1 =7,84730-5 -5,56i6e-3 —4.3793e-4 1.7305e=3 4.6150a=4 1.7%308=2

TABLE 45. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 28 GHz, aND a = 60°

Forwazrd Scattering Backward Scattaring
Raindrep Vartical Horizontal
Vertical Horizental .
Radiue Polarization Folarization Polarization Folarization
mm,
Real Imaginary Real Imaginaxry Real Imaginary Real Imaginary

Q.25 5,2l14m=Ef =5,276de=~7 5,2220e-6 =5.2067e~7 5.0765e8=6 =3.0542e=7
0,50 4,37578~5 =6,39438-€ 4,4352e+5 =0,5645e~6 4.0750e=5 =1.66138=7
0,75 1,46260=4 =5,56958~5 1,5123e-4 -5,8242e=8 1.4922a=4 7.9846m=E
1,00 3,0487e=4 =1,90048-4 3,2546e-4 -2,0730e-4 3,9647a-4 =1,6985e=4
1,25 4,6773e=4 «4,2705e-4 5,254Qe-4 -5,3385e-4 £,9536a-4 =1,40088=4 .7272e=4 =2.£5630=4
l.50 5,8019e=4 +B,0015e-4 5,9636e-4 -1,0297e-3 9,5061e-4 -3,95Bde-4 -77248=4 =6.50930~4
1,78 5.9729e=-4 ~-1,2002e-3 5,110%e-4 =-1,5222e-3 1.0582e-3 ~-6,2406e-4 09.6677e-4 -9,50000-4
2.00 5,8487e~4 ~-1,5666e-3 4,0185a-4 -1.9433e-3 1.036Be-3 ~-7,18915e-4 B.2084e-4 -1.0267a-3
2,25 6,l6840-4 -1,9197e-3 23,7070a-4 -3.3629e-3 9,1717e-4 ~6,3136e-4 6.396Be-4¢ -3.,2009a-4
2,50 7.1783e-4 -2,3246a-3 4,055%-4 -2.8920e-3 7.2916e-4 -3,4225e-4 4.675Be-4 -3,77GHa-4
2.75 9,52478=-4 -2.8324e-3 4,0151e-4 -3,%690e-~3 5,2137e-4 1.42590-4 4.l84de-4 3.00700-4
3.00 9.62470=-4 -3,4306e~3 2,943%e~4 ~-4,30758-1 3,598%8-4 7.4389e-4 5.40B3e-4 3
3,25 1.03178=3 <-4,0965e-3 1,415le~¢ =5,0275e-3 2.6503e-4 1.32808=-3 7.41600-4 1.5322a-3
3.50 1,11999-3 =-4,7143e-3 =1,9085e-3 =5,7226e-1 1.61371e-4 1.7590e-3 8.7153e-4 1,7822e-1

.0875a~6 ~3,0708e-7

137 5 =2.6087a-7
-54960=4 6.6035e-6
-2346e=4 =3.537le~S

N
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TABLE 46. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 28 GHz, aND « = 45°

Forward Scattering Backward Scattaring
Raindzop Vertical Forlzontal Vertical Horizontl
(men) Polazization Polarization Polarization Polarjzation
Real Imaginary Real Imaglnary Real Imaginazy Real Imaginary

0.25 5.2l5le-6 =5.2825e-7 5.2226@-6 -5.2960e+7 5,0802e=§ =3,06054-7 5.087Ga=§ -3,07174-7
0.50 4,39540-5 -0.4337e-6 4,4351w-5 -B.5472e=6 4,0996e-5 =-2,15478-7 4.l38lm=5 «2.B515&-7
.75 1.4809e=4 -5.6249e~5 1,5140w=4 -5,79478-5 1,51138={ 7.2586m-5 £,2253e-6
1.00 3.1353e=4 -~1,94858~4 3.2728e=4 -2,0636e-4 4.05B7a~d ~2.49%%7a<5 ~3.6679a-5
1.28 4.9945m=4¢ -4.62858-4 5.3706e=4 7.32908~4 -1.7431la-4

L.50 €.10908-4 =8,88008-4 &.212Be=4 9.9681a-4 —-4.8829%
.75 €.0137@=4 =1,34070-3 5,424 1.0961la-3 -7,716
2,00 $.5520a~4 3 4,302 1.0769a-3 -9,122
2.25 5.565 3 2.8799
2.50 §.275
2.7% 7.302
3.00 §,1033
3,35 89,5777
3.50 9.19539-

=1.0067a=3
~l.1345a-3
4 4 7,3254e-4 -1.0173e-1
L] 3 4.12808~4 =2.979%e-3 8,8703m-4 -E,12254~4 §.0lB4a~d -6.3904e-4
4 -3.1600a-3 4,1910e-4 =~3.66lle=3 7,5404e-4 -1.5769a-4 5.5022e=d4 =3,617le-3
: -3,0220e~3 3,378le-d ~4.42320=3 7.3515e-4 4.2767e—4 7.5605e=4 i.!ibll-i
4

3
4 =2.443le-3 9,8665a~4 -E€,6567

-4,54708=1 2,02683e-4 -5.1902a=1 7.3%00m-4 1.0009e-3 1,0322e=2
-5,27056=3 4,189le~5 =-5,9559a-1 ©.7%30m-4 1.518688-3 1,3BZ0e=1

11l3e=)
018w=3

TABLE 47, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f= 28 GHz, AND a = 30°

Forward Scattaring Backward Ecattering
R;:gg::p VYertical Horizontal Vartical Herizontal
(mm) Polarization Polarization Polarization Polarization
Imaginary Real Imaginazy Real Iraginary Real Imaginary
0.25 -3.,26885e-7 5,2i26e-6 =~5,295Je=7 5,08408-§ -3.0670e=7 5,0877e-6 =31.0726e=7
0.50 -B.47320-6 4.4350e-5 -8,5199e~5 4,12008-5 =-2.7083e=7 4,l392e-5 =3.0837e=7
0.75 ~5.68038-5 1.5157e-4 ~5,7652e-5 1.5311lp-4 6§.4347e=6 1,5501e-4 5.B7400-6
1.00 3.2221m=4 -1.09666-4 1.29098-4 ~2.05428-4 4.l49Ba~4 -3,1573u-5 4,238 4 =3.7744e-5

1.33 5.3127e=4 -4.984%98~4 5,5047e-4 -5,34308-4 7.6498a-4 4 =2.6535e-4
1.50 €.41878=4 -9,76198-4 £,468%a-4 -1,0533a-3 1.0280m-3 . 3 -~6.,06%5a-4
1,75 6.0529e-4 «1,468298-3 5,75l6e-4 -1,5913e-3 1.103Ze-3 1l.0447e-3 -1,0613e-3
2.00 3.43780-4  -1,93Bie-3 4.59B8e=4 -2,06528-3 1.0645e-3 -1.1310e-3 9,4797a-4 -1.2477a-3
2,25 4.8111e-4 -2.3790e-3 4.0455e=4 =-2,5383e-3 9.611Ba=4 -1,13296-3 B,1990a«§ -1l,211le-3
2.50 5,2663m-4 -8822e-3 4,16296=4 -3.07478-3 B8,9373m=4 -9,29420-4 7.l64le=4 ~8,38759=4
2,75 3.8819e-4 -3.50i68-3 4,273da~4 -1,75B68-3 8,5897m=d4 -5,2405e-d4 7,1822e=4 ~4,48500-4
3,00 6.20%3e~4 ~4.23028-3 3.70608-4 =4,5423p-3 9,3452e=4 2.4330e-5 6.9127exd 1.5951a-4
3.25 6,1 4 -5.0233a-3 3,5298a-4 =5.35B6a-] 1,125Ba=2 6.12769=4 1,209le=3 7.4293a-4
3,50 5,8922e-4 -5.8555e-3 7,90857a-5 =£.2090e-3 1,38B4e-3 1.0802¢-3 1,5392e-3 1,1824a-3

TABLE 48, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 28 GHz, AND & = 15°

Porward Scattering Backward Scattering
Ra
R::f::P Vartical Horizontal Vartical Horizontal
{mm) Polarization Polarigation Polarization Polarization
Real Imaginary Real Imaginary Real Imaginary Real Imaginary

0.25 5.2215a-6 -5.2930a-7 5.2226e-6 =-5.29484=7 3,0867e-§ -3,07l7¢-T7 5,0877a-6 =-3,07328=7
0.5¢ 4.4206a-5  -§.5020a~6 d.424%e-5 -8.5173a=F 4.134Be-5 -3.1423¢~7 4,14000~5 =-3.24730-7
0,73 1,5125044 -5,7208a-5 1.5169e-4 =5.7436e=5 1,545le~4 5,7843e=6 1,5502e-4 5.6275@=6

L.00 3.285%e=4 -2,031%-4 3.3042e-4 =-2.0474a=4 4.2151g-4 4.231860-4 434a~5
1.2% 5,546le=4 -5.245Ja-4 5.5076e-4 -5,34l5e=d 7.8570De-d 7.9109e-4
l.50 €,6471e=4 -1.0410e-3 §,6603e-4 ~1.061%a-3 1,0433a-3 1l.,0410e-2

B 4
1,0741e-3 ~1.1022a-3
9,31430-4 -1.33)6a-3
8,8l4fa-4 ~-1.3615m=3
7.9089a-4 -1.1825e=-3

1.75 6,0807¢-4 -1.5860e-3 5,9986a-4 -1.6172m-3 1.0923e-3
2,00 4.99708-4¢ -2.0783e-3 4,02300-4 -2,1124a-3 1.0269a-3
2.25 4.39%3¢-4 ~-2.5539e-3 4,16288-4 -2.5040e-3 35,3108a-4
2.50 4.4579a-4 -1,0966e=3 4,15630-4 =-3.1486e-3 B,472da-4
2.78 4.7173a-4  -3,764le=3 4,2766e-4 =-3.B338e-3 B8,34508-4 7.95918~4 -7.9440s-d
3.00 4.578%a-4  -4,5455e=3 3.6808e-4 -d4.632le-3 9,E0808-4 4 9.3805e-4 -2.597de-d
3.25 3.65798-4 -5,39276=3 2.8209a-& -5.4B578=3 1,7435e-1 2.5798e=4 1,2572e-2 3.03598-4¢
3,50 2,4039e-4 -6.31108=3 B8.72589-5 =6,40B7e=3 1,5703¢-2 7.1018e=4 1,59B86e-3 7.6138a-4

LR Ay
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TABLE 49, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 30 GHz, aND o = 90°

Forward Bcattering Backward Scattering
“""E“’p Vertical Horisontal Varticoal Horiscntal
(m‘,u Polarization Polarisation Polarisation Polarisation
Raal Inaginary Real Imaginary Real Imaginary Real Imaginary

5,3785a-6 ~6.%5757e-7 5,99%57e-6 <-§.359le-7 3,.8l30s-f =1,7242e-7 5,E)158-5 ~3.750%a-7
3,0110e=5% ~1,059le=% 5.1024a~5 -1,08B0e-3 5 =2,43039=T 4.7705a=5 ~=3.6603a-7
1,6301le-4 =-6,88l0e=% 1,6B43a~d -7,3305e-3 E.p6770=8 1, "55!-4 4.2618a-5

3.2953e=4 ~2,7898a=4 3,3910m=4 -2,.%5947w-d -4.352%0=8 =6.9113a-5
4,6222 =4, T304a~4 5.2108le=d -5.47760-4 98d a4 =3,6095a-4
5,4312a ~8.2373e=4 5.,0019e-4 ~1,1427 <22)e=d

)
5,641Ba=4 ~1,1665a~3 3,.B06de-4 -1.9728&-3
§.010le=4 -1,4786a~3 3,0550m-4 -1.95ile-3 4
§.92650~4 -1,824de-1 3,572)m-4 -3.4106e-3 =3,37Tle=4 3, 5!“.-4 «3,88950-4
B.446Bm=d ~3,2520e-1 3,705la-4 =-2.0372e-3 T.6618a=5 1, 654de-4 .3045a-4
9.83338=4 -2.7EBle-1 2.600la-4 -3.74d9e-3 -2.2877e-d 6, 1l9de=d 1.!1’1’9--4 9.60230-4
1.04678=3 -1,38BJe-1 1,0993a-4 -4{.4305e~3 -4.BE8le~d 1,1622e=3 1.6237e=-4 1.,48240-)
1,0861a-3 -1,9777#-1 «1,9002a-5 =-3,109%e-3 -6.29649=4 1,49626=-3 1.8263a~4 1.5416e-)
1,1898a-3 -4, 4873a-3 ~1.604Be-4 =-3,H227a-3 =7,2284e=d 1,4325e=3 4,2207e-% 1,3%4de-]

JT580w=4
=5.6073e=4

TABLE 50. FORWARD AND BACKWARD SCATTERING AMPLITUDES
atr T = 10°C, f = 30 GHz, AND & = 75°

Forward Boattaring Backward Soattering

n';i:gnp Vertical Horimontal VYertical Horisontal

i Polarisaticr Polarimatich Polarizsticn Polarisation
feal Imaginary Real Inaginary Raal Imaginary Rsal Imaginarcy
Q.25 5,9797a-6 -6,5277a=7 B5.9957e=§ -6,5389e-7 5,81§2e~6 =-3,71fia=7 ~3.7510a=17
0,50 5,0171a=5 =1,0604a=5 5,10240-%5 -1.0874a-5 4,636%e-5 -2,4844e=7 =1.8261e-7
a.75 l.64%0n=4 =6.9445e=3 1.71550-4 -7,3508e-5 1.,7312e-4 B, 4675u=6 4.2318e-¢
1.00 3.0211e=4 =2.3077a~4 3.5000a-4 =2.3923e-4 §,446de-4 i, 4532e=8 =7.082%e-5
1,28 4.6998w~4 =4.0713e-4 5.261lle-d =-6.4953e-4 7.1100e-4 -1,85BBe=4 =1.61430-4
1.50 5.4731e=4 -E 507%e-4 5.1756a-d 8,9756a-4 =4.2255e=4 =7.18568-4
1.78 4,0838a-4 9,2763a=4 =5.7108e=4 =0.9407a=4
2.00 3.2812e-4 B, 1965-—4 =5.8127e~4 Q42 4
2,15 3,8952e-4 5,901 =3.3010e-4 4
2,50 31.82230-4 3,070 9.69900-% 4
2,75 2.8959e=4 =13,7719a-3 2.73% £.T1%52a=4 4
3.00 1,02288=3 1.26B2e-4 -4,46438-3 -1.741 (] l.2338a=3 3
3.25 1,068)e=3 - 7.47458=7 -5.1529e-3 -1.0009e-¢ 1,8225a=3 3
3.50 1.172%8=3 =4,54464-3 -1,34208-4 =5,9778e-3 -4.677)10-4 1,66200=3 1. 9910!- 1.4763e-3

TABLE 51. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 30 GHz, aND « = 60°

Forwazrd Scattering Backward Eomttaring
“R:ﬂ;:p vartical Horizental vareioal Horizontal
) Folarisaticn Polaripation Polarieaticn Polariaation
Real Imaginary Real Imaginary Real Imaginary Raal Imaginary
0.25 5,9828m-6 -6,5332e-7 5,9957e-6 -6,5582e-7 5.08193e~6 =3.7317e=7 5,8320a=6 =3.7520e-7
0.50 Bs-5 l.ﬂﬁllu 5 5,1024a=5 =1,0058e=-5 4.7046m=5 -~2.8612e=7 4.771%a-5 ~4.00855e-7
0.%5 1.6605e=4 =6.9997e=5 1,7172e«4 -7,326la=5 1.74B5s=4 5.8921e=6 1.815Be-4 3.8452e-6
1.00 3.3920e=4 ~3.356%e=4 1.6180m-4 -2,5858e=4 4.32B3e=4 =4.958le=5 4.8lBde-4 -7.2430e-5
1.25 4.91588=4 -5,2094e=4 5.365le-4 -6,5178a-4 7.4E76e=d =2.1095e=4 8. 4 ~3.62640-4
1.50 5.60008=4 =5%.,2177a=4 5.3538a-4 -1,16l5e-31 G.d6lle-d =4,7690e=4 9, 4 =7, ]lTGl-l
1.75 5.493le=4 ~1,3105e=3 4,2432a-4 -1,61452-1 §.8%6le-d =6.5450e-4 8. [}
2.00 5.515%e=4 ~1,66438-3 3,5216a-4 -2,01938-1 §.1508e-4 =6,5791e=4 6. 4
2.25 6.239)emd  =2.0413a-3 1,690%a-4 -2,4B890e-3 7.5355exd =4, 543084 4. [}
2.50 7.50308=4 =2.5123e-3 1.9278e-4 -3,1lllbe-3 5.5214e-d =3.550le=5 3. 4
.75 B.6776a-4 -3.0956e=3 2.1795m=4 =3.837de=3 J1.7807s=4 5.4181le-4 4. 4
3.00 9.3976e=4 =3.7457e-3 1.7087a~f ~-4.5582e=3 2.7356e=~4 1.1396e=3 6. L)
3.25 9.930)e=4 =4.4211le-3 5.0255e-5 -5,2760e-3 2.1392s-4 1.6015e=3 7.8507w=d
1.50 1.1003e=3 =5.0682e-3 -7.061la-5 -6.0338e-31 E.5640m=5 1.82008=3 7.243d8=4 1.5185a-3

TABLE 52, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 30 GHz, AND a = 45°

Forward Hoattering Backward Soattering
Rﬁ:i::" vertical Horisontal Vartical Horisontal
) Polarisation Polarination Polarisation Folarisation
Real Imaginary Raal Imaginary Agal Imaginary Rual Imaginary
0,35 3,88%00=6 —4,54069-7 5.99560-6 ~6.5573e=7 5,821Te-§ =3,7183a~7 S.832le-6 -3, TSJIQ-T
0,50 5,056%e=5 =1,0693e-5 ~1.00360=5 4.7285%a=-3 =3,49108-7 ? 3
0.75 1,58168=4 =7,0781e-3 =7.29270=3 1.7718e=-4 A.9109e8
1,00 3. 489B~ =i,4240e-4 2. 575‘7.-4 4,63)0a-4 5.770 L]
1.5 5.213%8-4 5. 8666a-4 -6.541 T.841 4
1,50 5,7761a-¢ =1.018%a=3 =1.17% J 9,838
1.7% 4 =1,4518e=) =-1.658 3 1.021
.90 =1.04404=3 -31,00240~3 9,622 -1 0141!—3
2,28 ~3.36)60=1 -1.568 3 B,5015e=4 ~6.8253a-d4 =7.4043%0~4
2.5¢ -2.781%e=3 «3.10950-3 7.33%%acd ~2.97976-4 -I.2l03¢-l
2,78 =1.4160a=3 «31.93038-) &,76l2a~4 2.5591e=4 A, 41610=4
3,00 =4, 1346a-3 2.2429e=4 =d.8913e-3 7.0340a-4 B,60600=4 1,0407a=}
3,25 =4.87653a=3 1.0553e=4 =%,.43398-3 T,77lla-d 1,387 4a=3 l.4585e=1
.50 9 074004 -3.6430a-3 ~1.3731a=5 =6.26d4n=3 @,03420-4 1.7363a-3 1.2276e=3 1yE24da=3

TABLE 53. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 30 GHz, AND o = 3(°

Forward Boattaring Backwazd Boattering
";:ﬁ;:’ vertical Horimontal Vertioal Horisontal
(o) Polarisation Folarisation Polarisation Polarizaticn
Real Imaginary Real Imaginary Raal Imaginary Real Iraginary
0,25 5,991 3a- 5 =-§.5431e-7 5,99%§9~6 ~6.3564e=7 5,082008-5 ~3,T7474e-7 S,8332e~6 ~3.7543a=7
.50 5,0795 =1.07424-5 5.1024e-5 ~1.0013a=5 4,75i2e-5 -4, 19568-7 A4.7746e~5 =4.6776u=7
0,74 1,793% l =7.1505e-5 1.721le=4 =7,2584a=5 1,7941e-4 3.825Te-6 1.8163e~4
1.00 3,5850e-4 -2.481l2e-4 1,6607e~4 =1.5678a=4 &,73539-& ~-6.6627m-% ~4

1.25 $,510de~4  -£.12100-4 B.6354e~4 ~6.5600a-4 8,1l4CEa-4 -3,0916a-4

1.50 5,8553m- ¢ ~1.1160e-3 5.B6B9e-d ~-1.1964a=3 1.0017a-31 -§,%110e-4 8-

1.7% =1,59480-3 4.B027a-4 -1.6968a=3 1.0142a=3 =9,7020a-4 -1.07“!-1
2.00 =2,029 3 1.9269e-4 -1,14B6m-3 9.d68Ja-d =1,0615a-] =1.1471a-]
2,28 =2,454 3 2.6375a-4 ~3.6463w-3 B.5407a=4 =%,4283a-d =9,7303a~4
2,50 -3.0E45e=3 4.089Bmwd -1,2731e-3 7.06l3a-4 -6.04128=4% 6.37iTe-4 =5,528la=4
2,78 =3.7590e~3 3.7482e=4 ~4.02729-3 E.1797a-4 -B,7665an5 7.d640s=d 3,8545a-5

3,00 5 7492e- 4 =4.53238-3 2.6896w=4 =4.8304m-3 9,6975e-4 $.007le-4 1.0202¢=3 §,2702a=4
3.25 5.558l0-4 =-5.3497a-3 1,4752e=4 =5,64dla-3 1,2027e-3 l.046lm-1 1.36228~3 1.1220e=)
3,50 5.55038-4 -§.22228-3 4,E6380=6 =6.310%e=3 L.42l0e-2 1.4215e-3 1.60928~3  1.4308e=1

TABLE 54, FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 30 GHz, AND a = 15°

Forward Scattaring Backward Scattering
Raind
m31ﬁf" Vareical Horizontal Vvertical Horizental
() Polarizatisn Felarization Polariration Polarization
Real Imaginary Raml Imaginary Real Imaginaxry Runl Imaginary

0.25 $.9944e-6 =€,.5535e-7 35.5956e-6 -6.8550e-7 5.83lle=6 -1,7533e-7 5,8322e-§ =-3.755le-7
0.50 S.0963e=5 =1.0779e-5 5,1024e-5 ~1,07358-5 4.7655e=5 =4.747le-7 4,7755e~5 = 16e-7
2.75% 1.7188e~4 =7,2053e-5 1.723%-4 =7,23435a-5 L.8l04e-4 2.96640-6 1,B163e-4 4.7411e-6
1.00 1.65690=d =2,5405e-4 3.67708-d =-2.5610e-4 4.8076a=d4 =7,3545a-5 4,8325e-4 -7,5886m-3
1.25% 5.72926~4 =6,4543¢-4 35.7691e-4 -6.5713e-4 B.3204e-4 -1,5172a-4 B6,31522e-4 -~3.6706e-4
1.50 6.0894e-4 =1,l874e-3 6,06560-4 -~1,i0008-3 1.0048e=3 =7,E05la-d 9,9649e-4
1.75 5.1365e-4 7006e-3 5.0203a-4 =-1.7279e-3 9.8887e=d =1,l002e-3 39,6378e-4
2,00 4.26760=4 216%la-3 4,08220-4 -2,1992e-3 9.0082e=d =1,i27Qa-3

2.25 4.11268=4 =2,6680e-3 3.37448-4 =2.709le-3 B.042le=d =1,l452a-3 ~1.15208=3
2.50 4.40288-4 =3,2812a-3 4,0650e-4 =-3,338le-3 7.51lle=d4 =&.428Ha-d -8.23250-4
2.75 4.4326e—-4 ~4.0270e-3 3,8763e-4 -4,1013e-3 8.2117e=4 =3,5585e-4 =3.1516e-4

3.00 1.83128~4 =4.8829e-3 2,3573e-4 -4.916le-3 1.0535e=3 2.124Za-4 1,0507e-] 2.5901le-4
.25 2.88758~4 =5.T1l6e-3 1,6B4Be-4 <-5,7519e-3 1.d062e=2 T.4366m-4 1,4463m-) 7.74700-4
.50 1.55308-¢ ~6.64E2e-3 -1,3503e-5 -6,72308-3 1.715le=2 1.1263m=3 1,761pa-3 1,1637a-3
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TABLE 55. FORWARD AND BACKWARD SCATTERING AMPLITUDES

AT T=10°C, f =

33 GHz, AND o = 90°

Raindrop

Forward Scattaring

Backward Boattering
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TABLE 58. FORWARD AND BACKWARD SCATTERING AMPLITUDES

AT T =

10°C, f =

33 GHz, AND o = 45°

Raindrop

Forward Scattering

Backward Scattering

Radius VE:FicaJ.. Horizontal \rericica} Hcrizantgl

Cam) Polarization Polarization Polarizaticn Polarization
Real Imaginary Real Imaginary Real Imaginary Real Imaginary
0,25 7.2442e-6 =-8,7840e-7 7.2546e-6 -B.H064e-7 7.030%-6 -4.9397e-7 7T.04lle-6 -4.957%e-7
D.50 6,1331e=-5 =-1.4850e-5 6,1887e-5 -1,5053e-5 5.765%e-5 =-7.3024e-7 5.8212e-5 -B.5965e-7
0.75 1,396le-4 =-92.7054e-5 2.0413e-4 -1.6015e-4 2.1977e-4 =-2.7176e-6 2.2525e-4 -5.2132e-6
1,00 3.948Be-4 =-3.288%-4 4.,1005e-4 -3,5104e—4 5.404de-4 -1.2346e-4 5.5927e-4 -1.475%e-4
1.25 5,19938-4 =7.2378e-4 5.2827e-4 -8.2917c-4 8.2002e-4 -2.7642e-4 B.2247e-4 -5.0753e-4
1.50 5,0471e-4 -1,1758e-3 4.535le-d -1.3303e-3 9,220le-4 -6.6241e-4 B.3586e~-4 -B.3600e-4
1.75 4,5863a-4 -1,5756e-3 3.5527e-4 -1.7%8%e-3 §,924He-4 -7.74%4e-4 7.1835e-4 -—9.280%e-4
2,00 4.7954a-4 ~1,97772-3 3.407%c-4 -2.2115e-3 7.9245e-4 -6.6909c-4 5.65lle-4 ~7.4353e-4
2,25 5.6835e-4 -2,4723e-3 3,707de-4 -2.8017e-3 6.7239%9e-4 ~3.2662e-4 4.6875e-4 -2,7136e-4
2.50 6.5573e-4 =3.0928e-3 3,3232e-4 -3,523le-3 6.03di4e-4 2.0854e-4 5.4028e0-4 3.7785e-4
2.75 7.017Be-4 =3.795%e-3 2,1083a-4 -4,27460-3 6,21B3e-4 8.0662e-d 7.6749%c-4 9.81i6e-4
3.00 7.3571le~4 =-4.541%e-3 9,94658-5 -5,02R852-3 6,B8545e-4 1.3154e-3 9.53547e-4 1.3730e-3
3.25 7.9605%-4 =5.3504e-3 3.7341le~5 ~5,A58%a-3 7,01BS5e-4 1.6207e=3 1.0475e-3 1.4964e-3
3,50 9.1128e-4 -6.2263e-3 -7.765le-5 -6.7890a-3 5,436le-4 1.7168a-3 7.8255e-4 1.4082a-1

TABLE 59. FORWARD AND BACKWARD SCATTERING AMPLITUDES

ar T = 10°C, f =

33 GHz, AND o = 30°

Forward Scattering

Backward Scattering

Vartioal Horizontal Vertical Horizontal
R'(g‘:\‘)" Polarization Palarization bolarimation Polarisation
Raal Imagirary Raal Imaginary Aeal Imaginary Asal Imaginazy
0.25 7.21339e~§ =-8,764la-7 7,254C6a-E =0.80B9e~7 7. 0!05.-—5 ~4,5193a=7 7,04000=-6 -4,3542a=7
.50 6§.07T700-5 €,1880a«5 =1.5112e=5 ~5.7906m-T7 5,017 E T
0,78 1.9423e-4 1,9890e~4 =1.0052e-4 4.8230m-% 2.29% L]
1.00 3.7384e-d 4.037%a=4 =3.52494-4 =1l.019%a-4 3.36540-4
1.2% 4,7720a=4 4.23440=4 =6.15260-4 =-2.9850a=-4 7.0434e-4 -4, 9335--1
1.50 5.0966m-4 4.027Ba=4 ~1.2737e=3 <5,0695%a~4 7.6329e-4 -7,5992a-4
1.7% 5,2T4%a-4 3,0031e-4 ~1.66158=3 -5.5870a-4 3.92B85e-4 -7.5318--!
2.00 5.0080a-4 3.2201a=4 =2. ~1,8959e~4 1.0179e-4 -4,7270u-4
2.25% 7.4387a-4 3,493e=4 =2, -1.7607e=6 1.7847e~1 1,1231a=4
2,50 B.7612 2,5037=4 =3, 5.5253e-4 1.287 4 8,1147e=4
2,715 §,3235m~ 1,1201le=4 =d. 1.0907e-3 1.873 4 1,338 3
3,00 9,6547a-4 -8.10288=6§ ~4. 1.4086e-3 1.68314e-4 1,484
3,45 1,0422e-3 -4,3B%3e-3 -9.704828-5 ~5. =5.,77734-4 1,3549e-3 1.96§ 5 1,181 3
3,50 1,194la-3 -4,97ETe-3 =-3.1696e=4 =5.35i0e-1 -6.0973a-4 6. 4021e-4 -4,1300a-4 5.2093e-4
TABLE 56. FORWARD AND BACKWARD SCATTERING AMPLITUDES
-]
AT T'= 10°C, f = 33 GHz, aND o = 75
Forward Bcattering Backward Scsttering
Falnirer vertical Harizontal Verticsl Horlzoncal
(o) Polarization Polarization Polarisation Polarization
Real Imaginary Real Imaginary Raal Imaginary Real Imaginary
0,25 7.2053e-§ -B,76638-7 -8,806868=7 7.0219e=§ =d. 5219--7 7.0408arE -4, 9550!-7
0,59 -1.47268-5 -1,5104e~% 5.714 5 -7.836
0.75 -9,5030e- -l.008le=4 2.147 ‘J =421 G
l.00 =3,1108e8-4 =1.5232e=4 5,195 4 4 =1.42% 4
1.2% ~6.2150e=d ~0.1794e~4 7.45338-4 4 =4, 947 I
1.50 5.0817e~4 =5 5645a=4 ~l.2867a-31 B.46527e~4 -4,909le-4 =7.70
1.75 5.145%@-4 -1,33784~3 3.22758-4 -1l.6790a-3 7.861l5e—4 =-5.4795e-4 =7 ISTll-l
2,00 5.8471la-4 -1.6784a-3 3.24EZm~§ -2.1079a-3 5.9844e—4 =-3,0276@-4 =4, 904du=4
2.i5 7.2055a-4 -2,106E4-3 3,5759m-4 -2,694la-3 3,267le—4 1.1%73e-8% I.GDTll-!
2.50 .4691a-4 -1.6575@-3 Z.811Zs-4 -3,39%56m-3 €.2370e-% 53.8227e-4 7.94650-4
2.15 #.10740~4 -3.2709s-3 1.271 4 -4,0B45e-3 ~1. 2211.—4 1. 15!3!-3 1,)366a-]
.00 5.50340-4 ~3.8837e-3 48.B71 6 ~4.7715%0-2 -2,327 1. !Iﬂl.—]
3.25 1.02658-3 ~4.32208-3 -6.36E 3 -L.56§le-3 -2.272 l
3.50 1.16838-3 =35.15498=3 -2,506le-4 =-6.4130e-3 -5.4161e-4{ T. 4606w 4

Raatﬁggp vertical Horizontal vertical Horizontal
() Polarization Folarization Polarization Polarization
Real Imaginary Real Imaginary Real Imaginary Real Inaginary
0.25 7.24%4e-6 -B.7940e-7 7.2546e-6 =-B.8052e-7 7.0362e-6 -4,9503e-7 7,0412e-§ -4.353%5e-7
0.50 6.161lle-5 -1.4922e-5 6.188%0e-5 -1.5024e-5 5.7952e-5 -B,2%26e-7 5.8228e-5 -8,3829e-7
0.75 2.022)e-4 -9.8221le-5 2,0449%e-4 -9.5771e-5 2.2254e-4 -4.3316e-6 2.2527e-4 -5.6737e-6
1.00 4.0543e-4 -3.2921e-4 4.1303e-4 -3.5030e-4 5.5138e-4 -1.366le-4 5.6056e-4 -1.43917e-4
1.25 5.417Be-4 -7.8227e-4 5.4596e-4 ~B.3500e-4 £.4133c-4 -4,44B6e-4 B.37B6e-4 -5.13%5e-4
1.50 5.0166e-4 -1.2783e-3 4,77%2e-4 -1.3556e-3 3.2130e-4 -7,826%e-4 B,6673e-4 -B.7335e-4
1.75 4.2740e-4 -~1.7154e-3 3.7572e-4 -1.B072e-3 B.7460e-4 -9.3783e-4 7.6663e-4 -1.0163e-3
2.00 4.1863e-4 -2.1583e-3 3,4947e-4 -2,2765e-3 7.8106e-4 -8,7453e-4 6.3782e-4 -5.0771le-d
2.25 4,743le-4 -2,7014e-3 3,7527e-4 -2,8708e-3 7,0150e-4 -5,7476e-4 5,585%-4 =-5.3135e-4
2,50 5,2157e-4 -3.376le-3 3.5340e-4 -3,6028e-3 7.0652e-4 -7.1885e-5 6.331%-4 4,565le-5
2,75 S.1914e-4 -4.1390e-3 2.5057e-4 -4.3533e-3 B.3762e-4 S5.1446e-4 8.8303e-4 6.4717e-4
3,00 4,9832e-4 -4.9454e-3 1.2447e-4 -5.193Be-3 1.0477e-3 1.0495¢-3  1.1983e-3 1.1206e-3
3.25 5,0309e-4 -5.B137e-3 6.0930e-5 -6.04%3e-3 1.2188e-3 1.4386e-3  1.4276e-3 1,3981e-3
3.50 5.4104e-4 -6.796le-3 —4,9927e-5 -7,0229e-3 1.2822Ze-3 1.62B3e-3 1,4063e-3 1.515%e-3

TaBLE 60. FORWARD AND BACKWARD SCATTERING AMPLITUDES
AT T = 10°C, f = 33 GHz, AND o = 15°

Forward Scattering Backward Scattering

Raindrop

TABLE 57. FORWARD AND BACKWARD SCATTERING AMPLITUDES
o - o
AT T = 10°C, f = 33 GHz, AND o = 60
Forward Scattering Backward Scattering

Raindrop Vertical Horissntal Vertioal Horizental

R‘?:;‘)" polarization Polaricatlen Polarisation polarizaticn
Raal Imaginary Real Imaginary Real Imaginary Real IMaginary
0.25 7.2391lm-6 ~8,774le-7 7.2546e=6 ~-3.60778-7 7.0257e-6 -4, 9293'-7 7.0409a=6 -4, 9553'-7

0,50 6,10508=5 -1,4778e-5 &.10B4s-% ~1.5082a-5 5,7364e-5 -6.4132 L019 5 =-8,185

0,75 1.9699a-4 -9,58B5e-% 2.037%5e-4 -1.0053e-d4 2.1692e-4 -1,250 E 2,251 ~4,70L
1.00 3,843%a-4 -3,185%8=4 4.0700e~4d ~3,5178e-4 5,2002e-4 -1.1l36e-4 5.379 -1.456 4
1.25 4.5034a-4 -F,E500e-4 5.111%e-4 ~0.2295e—4 7.B67%a-4 -3,1792e-d4 3.064Be=4 -5.0027e-4
1.50 5.0645a-4 -1,0734e=3 d4.301de-4 -~2.3052e-3 8.9505a~4 -5, 5628a=4 8.047ls-d4d -7,98358-4
1.75 4.9085e-4 -1.4377%e=3 1,359Be~4 ~1.712ie-3 0.60106~4 -6,703e-4 6. 6035e-4 -B.441l2e-4
2.00 5,.4036a-4 -1.80380-3 1,316%e-4 -2,1504e-3 7.2364e-4 -4, E386e- ‘ 4,B5060~4 -5.3484m-4
2.25 £,5815e-4 +2,157le=3 3,.6447e-4 -2,7380e-31 5.3117e-4 I 842564 ~-4.7600w-3
2.50 7.72260~-4 =-2.8339a-3 3.0577e-d -~3.44808-1 3.6204e-4 1,9693e-4 6.4651a-4
2.1% 9.37598-4 -3.4B17a-3 1.64680~4 -4,1626a-3 2.6406e-4 5.717 4 1,3238e-2
3.00 B.55%8m-4 -4,1578e-3 5.15628-3 -4,B756e-1 2,0945e-d 7.001 4 1,5047e=2
3.35 9.65350-4 -4,8741le-3 -1.6100e-5 -5,6852e-1 1,1634a-4 l.ﬁ‘!!--ﬁ 5.99274-4 1,438 3
3,50 1,l1006e-3 -5.6121e=3 ~1.6135a-4 -6,5679e-3 -1.7614e-4 1,5102e=3 1.4813e-4 1.1098e~3

Radius Vertical Eorizontal Vertical Horizental
(rm} Bolarization Polarization Polarization Polarization
Real Imaginary Real Imaginary Real Imaginary Real Imaginary
0.25 7.253le-6 -B8.8013e-7 7.2545e-6 —B.8043e-7 7.0400e-6 =-4.958le-7 7.04l3e-6 -4.9606e-7
0.50 §.1827e-5 -1,4975a-5 6.1892e-5 =-1.5002e-5 5.8l66e-5 =9.0655e-7 5,823%e-5 =-9,2577e-7
0.75 2.0416e-4 -+5.9076e-5 2.0476e-4 -9,9491e=-5 2,24550-4 -5,6265e-6 2.2527e-4 -5.993%e-§
1.00 4.1317e-4 -3.467Be-d4 4,1521e-4 -3,4375c-4 5.5906e-4 <-1.4674e-4 5.614Be-§ -1.501%e-4
1.25 5.5793e-4 -B.249%4e-4 5,5904e-4 -8,3907c-4 8.508%¢-4 -4.989Be-4 8.4910e-4¢ -5.180fe-4
1.50 5.0335e-4 -1,3536e-3 4.964Je-4 -1.1743e-3 9.06470-4 -8.76l5e-4 B.08972e-4 -9.010Be-4
1,75 4,0526e-4 -1.819le-3 3.9142¢-4 -1.8437e-3 8§.3465e-4 -l.0626e-3 HB.0lB0e-4 -1l.0836e-3
2,00 3,7412e-4 -2,2547e-3 3.5564e-4 -2.3266e-3 7.327%e-4 -1.0300e-3 &,8786e-4 -1.0376e-3
2,25 4.0275e-4 -2.8783e-3 3.76l6e-4 ~-2.9247e-3 6.50868e-4 -7,.6021le-4 §6,1247e-4 -7,4453e-4
2,50 4.1202e-4 -3.6013e-3 23.6572e-4 -3,6G46e-1 6,9B10=-4 -2,7723e-4 £.7040e-4 -2.376la-2
2.75 3.5211e=4 ~-4.4136e-3 2,752Be-4 -4,485le-3 9.0673e-4 2.9726e-4 5.1405e-4 3.4408e-2
3.00 2.5897e-4 -5,2564e-3 1.5138e-4 -5.3243e-3 1.2332e-3 B8.2766e-4 1.2737e-3 8.5748e-4
3.25 1.8977e-4 -6.1422e-3 5.7050e-5 =-6.2012e¢-3 1.5708a-3 1.2292e-3 1.6256e-3 1.2246e-3
.50 $,8335e-5 -7.1522e-3 -8.407le-5 -7.1987e-3 1.7345e-3 1.4963e-3 1.773%e-3 1.48%3e-3
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Figure 2. Scattering Amplitudes for a Raindrop of 2 mm Radius at 10°C
Propagating at a 45° Angle
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Appendix A. A summary of the basic approach
and cssential equation for the evalua-
tion of FSA and BSA

The unimoment method solves the raindrop scattering problem by using two
imaginary spheres to separate space into threc regions as shown in Figure A-1.
Region I is inside the interior tangent sphere, region III is exterior to the exterior
tangent sphere, and region II is between the two spheres and contains the rain-
drop exterior surface. The unimoment method solves the raindrop scatlering
problem by matching the spherical harmonic potentials at the spherical bound-
aries as well as at the actual raindrop boundary. Since the geometry is sym-
metrical with respect to the azimutha! angle ¢, all the electromagnetic field
quantities in a spherical coordinate system (r, 8, ¢) can be decomposed into
summations of azimuthal modes

Elr,6,¢) = XM: enlr, ) g™ (A-1a)

m=—M
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M
Hir,0,8) = > hulr,0) ™ . (A-1b)

m=—M

Furthermore, in the homogeneous region (F) and bounded space region (II), the
azimuthal mode field, e, and #,, can be represented in terms of the following
standard radial TE and ™ potential spherical harmonic expansions:

NI

ehir ) = Vs Xll1 [G% ek a(ry ) + bR BT r, 6)] (A-2a)
H=|Mm
n#=0

INCIDENT
WAVEFRONT

RAINDROP AXIS OF
SYMMETRY

BOUNDARY OF
PRUPPACHER &
PITTER RAINDROP

IMAGINARY
SPHERICAL
BOUNDARIES

Figure A-1. Region Boundaries for the Unimoment Method

TABULATIONS OF RAINDROP INDUCED SCATTERING AMPLITUDES 481

N.
h(r, ) = ‘\/ ; Z L (am .na:; wlr, 8} — b;'r—zma:g.n(r 5 0] {(A-2b)

n=im
n#}

where 7 is region T or region II; u, and ¢, are the relative permeability and dielec-
tric constant, respectively; and af, . and &%, will be determined by numerical
calculations; and N, m is sufficiently large to provide adequate accuracy. The
radial TE and T™ fields are given in terms of spherical harmonics as

BY(Kr) PT(cos 8)

A
Xr a6 (A-32)

an (r ) = —

m ABL(Kr) Pcos 6)

; (A-3b)
Kr 0(Kr) sin @

Bnalr, 0) =

K= Veu o (A-30)

where w is the radian frequency, ¢ is the velocity of the light, P() is the asso-
ciated Lengendre polynomials, and By(.) is the Riccati spherical Bessel function,
The field in region NI is simply

NI
r, 0) = ei(r, 6) + 2, [daman(rn8) + bsfain ]  (A-da)
"oy
NIII
B, 6) = hi(r, 8) + D [ah%BHL(r 8) — batallifr, 0)]  (A-4b)
n=|m
n#=0

where ei and A%, are the incident plane wave electric and magnetic fields de-
composed into azimuthal modes in accordance with equation (A-1).

The solutions at the two spherical boundaries are then numerically matched
based upon the following assumption:

€m
(V2 + KD e = (A-5)
i,
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i.e., the TE and ™ potentials at any given boundary point locally satisfy Hem- g '.c: :‘.—» ‘.; ‘é ‘.’O g
holtz equations for + = 1, 11, or III. Therefore, the solution of equation {A-5) ﬁ % I, 3 3 X 9
at a given boundary point can be written as Zlz2 an o 4 = I
oy | N a =] =t <t ]
R (:11 » ,: * = * = * "."_’, * ) *
en EXr,6) |7 i T i T
= grielelLm(r .81l (A-6) B2l 2 g8 lg = =g
i, wr,6) §zlg & & |8 5 &
o ENARS 8 = A B [
. . . Z o R | e I - o~ N <
where E,, and H,, are real valued funciions, and the phase term is derived from & &
the eikonal, L. The value of L, can be determined by conside.ring‘the magnitude 8 2 T Té ; Ly L "é 72 ;é TS 72 Té E
of the local propagation vector. The solution for th.e sca}termg helq coefficient g n .E 21RX TR TR %x Xk
then proceeds by using the method of moments, which yields a family of linear =} e 2 s = § g e % E e ?,.3, g § % g
equations in al . and &7 .. The unknown coefficients may be determined by & 5 2l = S=2(2n me o mm
inverting the equation matrix. A detailed description will be available in two B35 2 i ?oer i i i‘fl i 7 ‘,Jo i
forthcoming documents [A-1], [A-2]. 2w 2122 22 BE|22 22 =2
' Z 2| X X XX é XixXX XX é \>o<
Referencen E@ T - g' § § g a E, § § 5 § E- -1
i R . ! < i:,_ 0w el e | N s <
[A-1] K. K. Mej, C. Yeh, and D. J. Fang, “Microwave Scattering Amplitudes & S - - - .- -
for Raindrops,” in preparation. & é E S s & S & L
[A-2] D.J. Fang, “Microwave Scattering Amplitudes for Raindrops,” COMSAT & g g r>§ r>ﬁ< Pn< °>§ x X
Technical Memorandum, CL-13-78, May 1978. < = w | B ® Pl =] § s
¥l o Sle* w* =% =% % —*
O X T A T B R R B~ O
sE gt & LE E ]
oo |ETiX X X X X 5
Appendix B. A ecomparison with the results of QO |88l € & |l I &
= EL |2 = o = = =
OQuchi > : % o5 — o0 ol « -
%72 |33|8s &5 E&les L& &8
« . . . . . o o -t — - — = - — —
After publishing several classic papers on scattering b_y sphercidal raindrops 2 E XX XX XX ,,;f zo: XX g x
[B-1], Oguchi recently published calculations [B-2] using the more realistic 8 g 2 8% 8% IS RE I
raindrop profiles given by Pruppacher and Pitter [B-3], which are also employed 5 BT 5% 5 TITT T T
in this paper. Oguchi’s results at 11, 13, 19.3, and 34.8 GHz will be compared = E'6L LL LL|EL LL LE
with those presented in this paper. Table B-1 lists the rsas at 11 and 19.3 GHz - E KX XX XXIXX XX XX
for three different equivolumic raindrop radii: 0,25, 1.50, and 3.25 mm. For 2 Slag B 28 8 ) 8 & 3 &
comparison, raindrop temperatures of 20°, which was also assumed by Oguchi, ﬁ BB —me= BBl NN e oo
o .
and 10° are included. . . . _ . ~Olee 22 oo co go ge
The two sets of numbers are in fairly good agreement. Minor differences in gp— N = -
magnitude are caused by the use of two different numerical methods in the calcu- . _%
lations. Also, Oguchi calculated the dieleciric constants using the traditional . g S 2 Y & R Q =
Debye equation while the more precise Ray’s equation was employed in this S=A ~ ®oe ” E
paper. The two equations can produce noticeably different rsas as indicated = - =
previously by Morrison and Cross [B-4]. Furthermore, the effect of temperature “\% = = z
can also be recognized. =~
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Appendix €. Evalution of attenuation and phase
shift from FSA

The method for evaluating attenuation (4** in deg/km) has been documented
[C-1]. Only the essential equations are presented herein:

K = Kp + :_Tr f FSA**(a) N(R, a) da (C1)
0 Vg

AMt = 8.686 X Im(KMv) (€D

ohr = 180 X Re(K*) (C-3)
kig

where superscripts # and v refer to horizontal and vertical polarizations, re-
spectively; K is the equivalent plane wave number; K, is the free space wave
number; Fsas can be obtained from Table B-1; and N is the drop size distribu-
tion (w3 cm™7} for a given rain rate, R(mm/hr), and equivolumic spherical rain-
drop radius, a(em).

For example, with the Marshall and Palmer drop size distribution [C-2],

a
N(R,a) = 8 X 10 — 367
(R, a) X exp { 3.67 0_089R”} (C-4)
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K»* can be evaluated either by direct integration of equation (C-1) or by con-
verting the integration into equivalent summations. Since the forward scattering
amplitudes have been tabulated in terms of discrete values of a, the summation
method is used. Final results of 4%* and ¢** for the terrestrial propagation case
(propagation angle = 90°) at 19.3 GHz and 10°C are shown in Table C-1 as
well as the equivalent values generated from Oguchi’s data [C-3].

TaBLE C-1, VALUES OF A** AND ¢*"* DERIVED FROM
EquaTions (C-1) TO (C-4)

Rain Rate Vertical Polarization * Horizontal Polarization*
(mm/hr) A°(dB/km) Se(deg /km) A%(dB /km) $H{deg /km)
0.25 0016 (0.0118) 0413 (0.72) 00175 ©.0122) 0441 (0.73)
1.25 0.096 (0.075) 1.610 (2.80) 0,113 (0.081) 2050 (2.89)
2.50 0.196 (0.167) 2,780 {5.01) 0.241 (0.182) 4,000 (5.23)
12.50 0911 (0.997)  9.030 (1895  1.220 (1.148) 17.20 (204D
25.00 1.660 (2.079) 14.40 (33.33) 2.280 (2.478) 2990 (36.48)
50.00 2.890 (4.258) 22.20 {58.44) 4.070 (5.279) 49.30 (65.02)
100.00 4790 (8.523) 3330 (10297)  6.880 (11075 76.70 (i16.02)
150.00 6.300 (127200 41.50 (144.28)  9.140 (16.990) 97.00 (163.08)

*Values in parentheses are the equivalent values generated using Oguchi’s coefficients.

Although these two sets of values agree in trends and very roughly in magnitudes,
there is a difference in detail, which can be atiributed to the factors summarized
in Table C-2. The difference in numerical methods also contributes to the final
results (Appendix B). In terms of the other three parameters, the choices made in
the present paper are believed to be more realistic. In particular, raindrops at
20°C are extremely rare, and drop size measurements [C-4] indicate that the
Marshall-Palmer distribution is more accurate.

TABLE C-2. DIFFERENCES BETWEEN THE Tw0o METHODS OF CALCULATING
SCATTERING AMPLITUDES

Present Calculations Oguchi’s Calculations
Parameter of Scattering of Scattering
Amplitudes Amplitudes
Numerical Method Unimoment Point Matching
Dielectric Constant Ray’s equation Debye equation
Temperature of Drop 10°C 20°C
Drop Size Distribution Marshall-Palmer Laws-Parsons
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CTR Note

INTELSAT V 14-GH: f(unnel diode noise
figure study*

R. C. Mort
(Manuscript received: June 27, 1978)

Introduaction

Tunnel diode amplifiers (TDas) have been used in the 6-GHz band as
low-noise front ends in communications satellites for many years. In 1977,
ComsaT Laboratories conducted a 14-GHz tunnel diode noise figure study
to demonstrate the atfainable front-end noise figure of the INTELSAT v
satellite receiver. For this study, a 14-GHz microstrip TDA exhibiting
state-of-the-art performance was developed to test INTELSAT V space-
qualifiable tunnel dicdes.

The 14-GHz microstrip ™A computer-aided design achieves a close
match between predicted and measured amplifier noise figure and gain.
A computer-aided stability analysis of the TDa circnit defines the circula-
tor voltage standing-wave ratio (VSWR) requirement for TDA uncondi-
tional stability. Amplifier circulators have been selected to meet this
stability criterion.

*This note is based upon work performed in CoMsat Laboratories under the
sponsorship of the International Telecommunications Satellite Organization
(INTELSAT).

Richard Mot is a member of the Circuit Design Department of the
Microwave Laboratory, COMSAT Laboratories.
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14-GHz mierosirip TDA design

The design approach is similar to that used for the ComsaT-designed
ATS-F 4-GHz TpA [1] and Domsat simulator 4- and 6-GHz Tpas {2]. Cir-
cuit design considerations included stable operation independent of tunnel
diode bias voltage level, noise figure minimization using low-loss circuitry,
and circuit reproducibility.

Microstrip circuit realization was selected for its ruggedness, repro-
ducibility, short production time, low cost, and ease of component mount-
ing and circuit tuning, Amorphous fused-silica substrate material was
selected for its almost nondispersive characteristics, low and accurate
dielectric constant, and low-loss characteristics [3]. The entire microstrip
TDA circuit is fabricated on a 25.4-mm x 8 84-mm piece of 0.381-mm-thick
substrate material.

The space-qualifiable cylindrically packaged tunnel diode, manufactured
by Aertech Industries, Inc., is shunt-mounted through the microstrip
substrate to minimize in-band resistance, The TDA circuit parameters are
therefore dictated by the tunnel diode’s in-band admittance.

Figures 1 and 2 show the computer-modeled microstrip TDA equivalent
circuit and microstrip pattern, respectively. The basic microstrip circuit
elements of this (negative resistance) reflection amplifier consist of in-band
admittance transformation and broad-banding gain control circuitry, and
out-of-band conductance-adding stability-control circuitry. Redundant
shunt-attached circuitry achieves the design-required high characteristic
admittances using microstrip lines with realizable characteristic admit-
tances. [At 14 GHz, a practical lower limit for characteristic impedance
of a short (less than 45%) microstrip line length on 0.381-mm fused-silica
is approximately 352.]

The TDa circuit description begins at the diode port. The diode’s in-band
admittance is determined from the factory-specified equivalent circuit
parameters [4] of Figure 1, in which the diode is assumed to be biased
for low-noise operation [5]. The characteristic impedance of the approxi-
mately one-quarter-wavelength transmission line impedance transformer,
which connects the tunnel diode port to the broad-banding port, is de-
termined by the required Tpa gain, the biased tunnel diode’s in-band
negative conductance, and the circulator’s characteristic admittance
expressed by

Yn+ GD

o ™ 1
£ ~% _ 6, iy
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Figure 1. Comsat 14-GHz TDA Eguivalent Circuit
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and
Yr = 4/Y,7. 2)
where ¥, = in-band admittance presented to tunnel diode
g, = band center voltage gain
—Gp = tunnel diode’s in-band negative conductance
Yr = A/4 transformer characteristic admittance
Y. = circulator characteristic admittance.

Two-section, wideband, maximally flat bandstop filters [6]-[8] provide
in-band short-circuit terminations for the two 509 transmission lines
attached to the diode port. The inductive susceptance of these 50Q lines
shunt resonates the tunnel diode’s in-band capacitive susceptance.

Because of the semi-lumped element circuit realization for the bandstop
filters, no harmonic stopband occurs within the tunnel diode’s active
frequency range whose upper limit is its ~33-GHz resistive cutoff fre-
quency. This filtering scheme terminates the diode with a positive con-
ductance out-of-band, which is a necessary condition for stability [5]. Two
broad-banding resonant 509 circuits are shunt-attached to the broad-
banding pert. Each resonant circuit consists of a quarter-wavelength 509
line short-circuit terminated with a 2-section maximally flat bandstop
filter described above. This terminating scheme provides more out-of-band
stability-aiding positive conductance at the diode. A beam-lead 30-pF DC
blocking capacitor protects the TDA from externally attached microwave
circuits and connects the broad-banding port to a distributed-element
compensating circuit. This circuit compensates for the impedance mis-
match introduced by the OSM-244-4A microstrip launcher-to-coaxial line
transition cennector, which is simulated in Figure 1 by the lumped ele-
ments [9].

The DC bias circuit, which consists of an RC low-pass filter and a high-
impedance line, is connected to one of the bandstop filter’s 500 termina-
tions. Resistive film on the high-impedance line isolates the RF from the
bias circuit.

A microwave circuit analysis computer program ‘“HEAvVY DUTY” [10],
which was used extensively for the TDA circuit design, is based on the
cascaded S-parameter matrix concept and permits the use of lossy micro-
strip transmission lines. In-band gain response is fine tuned by computer



192 COMSAT TECHNICAL REVIEW VOLUME 8 NUMBER 2, FALL 1978

modeling the described microstrip TpA circuit with slight length adjust-
ments of impedance transformer and broad-banding lines.

The tunnel diode, mounted through an ultrasonically drilled hole in
the fused-silica substrate, is attached to the microstrip circuit with wedge-
bonded gold ribbon. Chip component circuit elements are silver-epoxied
to the substrate. Final tuning to accommodate small variations in the
assumed set of tunnel diode parameters is accomplished with gold ribbon
squares which are clear-epoxied to the circuit.

TDA stability analysis

A Nyquist stability analysis of the tunnel diode was performed as a
function of negative junction resistance, The Z{w) impedance plot gen-
erated by this analysis is shown in Figure 3. This set of curves indicates
that the diode’s complex frequency impedance function has two zeros in
the right half plane when the junction resistance absolute value is less
than or equal to 72Q. That is, in this junction resistance range, the diode’s
complex frequency impedance function is equal to zero at two distinct
complex frequencies, each having a positive-real part:

Zla 4+ ju) =0, a >0 (3

At these two complex frequencies, the transient current will increase
exponentially with time, resulting in short-circuit instability:

I =l a>0 (4)

The inflection point (point of minimum negative junction resistance)
occurs at about —66Q; therefore, the diode is short-circuit unstable in
this bias range [5]. Since the Nyquist analysis of the TDA circuit does
not consider the circulator load cffect on the amplificr’s stability, an
absolute junction plane stability analysis was performed. Figure 4 shows
the circuit used for this stability analysis, which revealed instabilities at
the diode junction as a function of the amplifier microstrip circuit and
the circulator load.

The circuit was modeled while the circulator load magnitude was varied
from 0.0 to 0.999 and the phase from 0° to 360°. For some magnitudes,
the phase increment was as fine as 10°, A — 661 diode negative resistance
was used to simulate the most critical stability conditions. For each cir-
culator load analyzed, a frequency sweep was performed, gencrally from
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Figure 3. INTELSAT v 14-GHz Tunnel Diode Nyquist Stability Test for
Short-Cireuit Stability as a Function of Negative Junction Resistance
[The presence of right-half plane zeros (Z) in the impedance function
implies short-circuit instability.]
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Plane Stability Test [numerical analysis of Yr{w)]
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0.01 to 34.00 GHz (above the resistive cutoff frequency Fgr,). An insta-
bility was considered present at any frequency for which the junction plane
admittance Yr(w) of Figure 4 was a pure negative conductance. Figure 5
tabulates these instability frequencies as a function of circulator reflection
coefficient |T'|. Table 1 is a partial list of these specific frequencies and
their particular circulator load conditions of magnitude and phase. It
should be noted that the circuit is stable even for some phase angles of a
particular forbidden circulator load magnitude.

The analysis reveals that the circuit is unconditionally stable with a
circulator load of any phase angle and a vswr of 1.33:1.0 or better in-band
(14.00 to 1450 GHz), and with a vswr of 19.0:1.0 or better for all fre-
quencies outside of the band (12.75 to 16.26 GHz). Therefore, the require-
ment of unconditional stability does not impose a difficult vswWR require-
ment on the circulator’s TDA port; amplifier circulators were casily selected
to meet the stability criterion of Figure 5.
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Figure 5. Stability Analysis of CoMSAT TDA Circuit Using Microstrip

Line Modeling with Goid-Line Loss Included and Tunnel Diode
Inflection-Point Junction Negative Resistance

TRA gain analysis

The TDA circuit (Figure 1) has been computer modeled to produce the
12.7-dB gain specified in the original INTELSAT v* satellite front-cnd

*The INTELSAT Vv satellite is being fabricated by Ford Aerospace and Com-
munications Corp.
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TABLE 1, ForRBIDDEN CIRCULATOR LoAD CONDITIONS TABLE 1. FORBIDDEN CIRCULATOR LoaD CONDITIONS {Continued)
Circuit Circuit
Reflection Phase Frequency of Reflection Phase Frequency of
Coefficient R; = — 668 Tnstability Coefficient R, = —660 Instability
I (deg) (GHz) ir| (deg) (GHz)
0.14 300 None
0.0 0* None 0.14 270 None
0.1 ¢ None 0.14 280 None
0.1 15 None 0.14 240 None
0.1 345 None 0.14 330 None
0.1 330 None 0.14 310 None
0.1 300 None
i 0.1 285 None 0.15 300 14.25
0.1 315 None 0.15 330 14,355
0.1 270 None 0.15 0 None
0.1 255 None 0.15 270 14.05
0.1 240 None 0.15 240 13.9255
0.1 225 None 0.15 210 None
0.1 210 None
0.1 195 None 0.2 0 14.55
] 0.1 180 None 0.2 15 14.65
0.1 165 None 0.2 30 ~14.655
0.1 150 None 0.2 45 14.755
k 0.1 135 None 0.2 60 14.8065
1 0.1 120 None 0.2 75 None
0.1 105 None 0.2 90 None
0.1 85 None 0.2 105 None
H 0.1 60 None 0.2 120 None
il 0.1 45 None 0.2 135 None
I’ : 0.1 10 None 0.2 150 None
i 0.2 165 None
{,] 0.2 180 None
1 0.12 0 None 0.2 210 13.75
| 0.12 30 Nore 0.2 230 13.85
I 0.12 270 None g; ;gg ii?g
0.12 240 Nong 0'2 300 1 : e
| : 0.12 210 None . :
g 0.12 180 None *Stable for all phases.
i 0.12 150 None
1 0.13 300 None design. Figure 6 compares this computer simulation with a measured
%L : 0.13 330 None TDA gain response. It should be noted that the maximum deviation be-
0.13 0 None tween the measured and calculated in-band gain is 0.40 dB. Figure 7 is a
5 0.13 30 None photograph of a tuned TDA microstrip circuit.
||
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Figure 8 compares simulated and measured wideband gain responses
of the TDA biased at 14-dB gain, while Figure 9 shows the amplifier’s
in-band gain response as a function of bias voltage. It should be noted
that in Figure ¢ the gain for 2.600-V bias is 14.30 + 0.10 dB across

% : : — T T T 3 the 14.00- to 14.50-GHz band. The DA is stable for all bias voltages as
! ] z l = E - shown in Figure 10, in which the inflection-point gain maximum is reached
G 2E at 2.200 V. Figure 11 shows this TDA’s predicted and measured noise
8 uvins N . .
2 Za< ol figure and measured gain across the band for a bias of 2,600 V.
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Figure 7. Tuned CoMsAT 14-GHz TDA
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Figure 11, 14-GHz Microstrip TDA Predicted and Measured Noise
Figure and Guin

TDAs fabricated to this design are stable (oscillation-free} for all bias
voltages and exhibit only one gain maximum, which further indicates
stability. A spectrum analyzer search up to 40 GHz at various bias levels
revealed no TDA oscillations.

TDA mneise figure analysis

Five quartz-microstrip 14-GHz TDAs have been measured for noise
figure across the 14.00- to 14.50-GHz design bandwidth. These TDAs use
either INTELSAT v specified tunnel diodes purchased from Aertech with
5.10-dB maximum noise figures, or similarly specified tunnel diodes sup-
plied by Aertech with out-of-specification noise figures (greater than
5.10 dB).

The TDA noise figure table (Table 2) details the contributions from sepa-
rate elements of the TDA and the measured noise figure for each TpA
analyzed. Generally, excellent correlation exists between estimated and

measured TDA noise figure.
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noise figures is less than 0.20 dB for TDA 4.

All TDAS were measured with an A 1L, “automatic’ noise figure mea-
surement setup using a 14-GHz diode noise generator. In addition, TDA
4 has been measured with a ““Y factor™ noise figure measurement setup
using an Argon gas tube 14-GHz noise generator. The correlation between
these two noise figure measurement techniques is within 0.20 dB. Table 2
gives the factory’s measured parameters supplied with each diode.

Conclasions

A broadband 14-GHz microstrip TpA has been designed and success-
fully fabricated. A good match has been achieved between the computer-
simulated and measured gain responses. This stable, oscillation-free TDA
design has produced measured gain and noise figures of 14.30 & 0.10 dB
and 5.60 = 0.05 dB, respectively, across the 14.00- to 14.50-GHz band
using a 5.10-dB noise figure tunnel diode. The TDA microstrip circuit
loss contribution to noise figure is estimated at 0.30 dB. This estimation
and measured input-path circulator loss have been used to accurately
predict measured TDA noise figures. Generally, when mounted to a good-
quality 4-port circulator, this TDA circuit produces an amplifier noise
figure which is 0.50 dB higher than that of the incorporated tunnel diode.
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